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Abstract

The container relocation problem (CRP) is concerned with finding a sequence of moves of containers
that minimizes the number of relocations needed to retrieve all containers, while respecting a given
order of retrieval. However, the assumption of knowing the full retrieval order of containers is
particularly unrealistic in real operations. This paper studies the stochastic CRP (SCRP), which relaxes
this assumption. A new multistage stochastic model, called the batch model, is introduced, motivated,
and compared with an existing model (the online model). The two main contributions are an optimal
algorithm called Pruning-Best-First-Search (PBFS) and a randomized approximate algorithm called
PBFS-Approximate with a bounded average error. Both algorithms, applicable in the batch and online
models, are based on a new family of lower bounds for which we show some theoretical properties.
Moreover, we introduce two new heuristics outperforming the best existing heuristics. Algorithms,
bounds, and heuristics are tested in an extensive computational section. Finally, based on strong
computational evidence, we conjecture the optimality of the “leveling” heuristic in a special “no
information” case, where, at any retrieval stage, any of the remaining containers is equally likely to be
retrieved next.

Introduction

With the growth in international container shipping in maritime ports, there has been an increasing
interest in improving operations in container terminals, both on the sea side and land side. The operations
on the sea side involve the assignment of quay cranes to ships, the loading of export containers on vessels,
and the discharging of import containers from vessels onto internal trucks. Import containers are then
transferred to the land side and are stacked in the storage area. Operations on the land side (also called
yard operations) include the routing of internal trucks within the yard, the stacking of containers for
storage, and the delivery of import containers to external trucks for delivery to another location. This
work focuses on the latter problem.

Due to limited space in the storage area, containers are stacked on top of each other. The resulting
stacks create rows of containers as shown in Figure |1} If a container that needs to be retrieved (target
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Figure 1: Illustration of stacks of containers in a storage yard (figure from [Tanaka and Takii| (12016[)).

container) is not located at on a topmost tier and is covered by other containers, the blocking containers
must be relocated to another stack. As a result, during the retrieval process, the yard cranes perform one
or more relocation moves. Such relocations (also called reshuffles) are costly for the port operators and
result in delays in the retrieval process. Thus, reducing the number of relocations is one of the main goals
of port operators. The container relocation problem (CRP) (also known as the block relocation problem)
addresses this challenge by minimizing the number of relocations. As this problem is the main subject

of this paper, we provide a formal definition and an extensive literature review.

The container relocation problem. First, it is commonly known that the time to relocate a container
within a row is insignificant compared to the time to relocate a container between two distinct rows.
Therefore, in most cases, port operators tend to avoid relocations between rows. The CRP assumes
that only relocations within rows are allowed, and problems for different rows should be considered
independently. Furthermore, a row usually stores containers of the same type for the sake of stability
and simplicity.

Using these facts, the CRP models one row using a two-dimensional array of size (T, S), where S is
the number of stacks and T is the maximum height, i.e., the maximum number of containers in a stack as
limited by the height of the crane. Each element of this array represents a potential slot for a container,
and contains a number only if a container is currently stored in this slot. Stacks are numbered from left
(1) to right (S) and tiers from bottom (1) to top (T). We refer to this array as a configuration. The common
assumptions of the CRP are the following:

A1: The initial configuration has T tiers, S stacks, and C containers. In order for the problem to
always be feasible, we suppose that the triplet (T, S, C) satisfies 0 < C < ST — (T — 1) (see

(2012)).

Ajy: A container can be retrieved/relocated only if it is in the topmost tier of its stack, i.e., no other
container is blocking it.



Ajz: A container can be relocated only if it is blocking the target container. This assumption was
suggested by Caserta et al.| (2012), and the problem under this assumption is commonly referred to
as the restricted CRP. Most studies focus on this restricted version, because it is the current practice
in many yards, and it helps decrease the dimensionality of the problem, while not losing much
optimality (see|Petering and Hussein! (2013)). As is common practice, we will not mention the term
“restricted” in the rest of the paper even though we always assume As.

Ay4: The cost of relocating a container from a stack does not depend on the stack to which the
container is relocated. This allows us to consider the stacks of a configuration as interchangeable.
In addition, it motivates the objective of minimizing the number of relocations, since the cost of
each relocation can be normalized to 1. Note that this assumption is not required for all the results
stated below, hence our approaches could be easily extended to the case when Assumption A4 does
not hold.

Ajs: The retrieval order of containers is known, so that each container can be labeled from 1 to C,
representing the departure order, i.e., Container 1 is the first one to be retrieved, and C the last one.

The CRP involves finding a sequence of moves to retrieve Containers 1,2, ..., C (respecting the order)
with a minimum number of relocations. Figure[2provides a simple example of the CRP. The CRP with the
above classical assumptions is referred to as static and full information: “static” because no new containers
arrive during the retrieval process (see Assumption A;) and “full information” because we know the
full retrieval order at the beginning of the retrieval process (see Assumption As). This problem was first
formulated by Kim and Hong| (2006) in a dynamic programming model.
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Figure 2: Configuration for the CRP with 3 tiers, 3 stacks, and 6 containers. The optimal solution performs
3 relocations.

Researchers have tackled the static CRP with full information from two points of view. The first
approach aims to find the optimal solution. Primarily, researchers have used integer programming
(IP) to address this problem. For example, Caserta et al.| (2012) propose an intuitive formulation of the
problem. Petering and Hussein (2013) develop a more tractable formulation that is, however, unable
to solve real-sized instances efficiently. Zehendner et al|(2015) fix the formulation from Caserta et al.
(2012) and improve it by removing some variables, tightening some constraints, introducing a new
upper bound, and applying a preprocessing step to fix several variables. In all these IP formulations,
due to the combinatorial nature of the problem, the number of variables and constraints dramatically
increases as the size of the problem grows, and the IP cannot be solved for large instances. To bypass
this problem, a recent trend has been to look at more efficient ways to explore the branch-and-bound
tree, or even decrease its size using the structural properties of the problem. [Unliiyurt and Aydin/(2012)
and Expdsito-Izquierdo et al. (2015) suggest two branch-and-bound approaches with several heuristics
based on this idea. Another solution using the A* algorithm is explored by |Zhu et al.| (2012), and built



upon by Tanaka and Takii (2016) and Borjian et al. (2015a). Another solution using branch-and-price is
presented by |Zehendner and Feillet (2014b).

As the problem is NP-hard (Caserta et al.|(2012)), an alternative approach is to use quick and efficient
heuristics providing suboptimal solutions. For the sake of conciseness, we mention only some of them
that are relevant to this paper. |Caserta et al.| (2012) introduce a “MinMax” policy that is defined and
generalized later in this paper. Wu and Ting| (2010) propose a beam search heuristic, and Wu and Ting
(2012) develop the group assignment heuristic (GAH) also generalized in Section 2] Finally, in Kim and
Hong| (2006) and [Zhu et al.|(2012), lower bounds for the CRP are introduced: Kim and Hong| (2006) count
the number of blocking containers as a straightforward lower bound, and Zhu et al. (2012) refine this
idea by taking into account additional unavoidable relocations using a family of lower bounds.

Finally, there are many problems related to the CRP. The stacking problem is concerned with how to
store incoming containers in a configuration given an arrival order of containers. The pre-marshalling
problem deals with rearranging the containers prior to the retrieval process in order to minimize future
relocations, but no container is removed in this process. For both problems, general review and classifi-
cation surveys of the existing literature on the CRP can be found in Stahlbock and Vofs| (2008)), Steenken
et al.[(2004), and Lehnfeld and Knust (2014). In addition, Assumption A; can be relaxed, which leads to
the dynamic CRP where stacking and retrieving are done simultaneously as new containers arrive. For
this problem, see Borjian et al. (2015b) and Hakan Akytiz and Lee (2014).

Finally, the main focus of this paper is an extension of the CRP where the full information assumption
(As) is relaxed. Indeed, Assumption As is unrealistic given that arrival times of external trucks at
the terminal are generally unpredictable due to uncertain conditions. Nevertheless, new technology
advancements such as truck appointment systems (TASs) and GPS tracking can help predict relative
truck arrival times. Thus, although the exact retrieval order might not be known, some information on
trucks” arrival times might be available. This leads us to introduce a stochastic version of the CRP.

The stochastic CRP (SCRP). A common assumption is that, for each container, there is a time window
during which a truck driver will arrive to retrieve it. We refer to a batch of containers as the set of containers
stacked in the same row and with the same arrival time window. This information can be either inferred
using machine learning algorithms, not yet much discussed in the literature, or obtained by using the
appointment time windows in a TAS, which has gained attention over the last decade. The first TAS was
implemented by Hong Kong International Terminals (HIT) in 1997. It uses 30-minute time slots, where
trucks can register (Murty et al| (2005)). Another TAS was introduced in New Zealand in 2007. Two
other studies, Giuliano and O’Brien! (2007) and [Morais and Lord|(2006), evaluate the benefits of TAS, in
reducing truck idling time by increasing on-time ratio. More recent information can be found in Phillips
(2015) and Bonney| (2015).

On the modeling side, Zehendner and Feillet| (2014a) formulate an IP to get the optimal number of
slots a TAS should offer for each batch. Very few studies have tackled the SCRP, also referred to as CRP
with Time Windows. This problem was first modeled by [Zhao and Goodchild| (2010). In their original
model, each container is assigned to a batch. Batches of containers are ordered such that all containers in
a batch must be retrieved before any containers from a later batch are retrieved. Furthermore, the relative
retrieval order of containers within a given batch is assumed to be a random permutation. From now on,
we will refer to the model of Zhao and Goodchild| (2010) as the online model. In Section [T} we discuss in



more detail how this model assumes information is revealed. For the online model,|Zhao and Goodchild
(2010) develop a myopic heuristic (called RDH) and study, in different settings with two or more groups,
the value of information using RDH. They conclude that a small improvement in the information system
reduces the number of relocations significantly. [Van Asperen et al.|(2013) use a simulation tool to evaluate
the effect of a TAS on many statistics including the ratio of relocations to retrievals. Their decision rules
are based on several heuristics including the “leveling,” Random, or “traveling distance” heuristics.
More recently, Ku and Arthanari (2016) also use the online model. They formulate the SCRP under the
online model as a finite horizon dynamic programming problem and suggest a decision tree scheme to
solve it optimally. They also introduce a new heuristic called expected reshuffling index (ERI), which
outperforms RDH, and they perform computational experiments based on available test instances. We
will refer frequently to this work and use some of their techniques as well as their available test instances
to evaluate our algorithms.

In another recent study related to the SCRP, |Zehendner et al. (2017) study the online container relo-
cation problem, which corresponds to an adversarial model. They prove that the number of relocations
performed by the leveling policy can be upper-bounded by a linear function of the number of block-
ing containers and provide a tight competitive ratio for this policy. Moreover, Galle et al. (2016) show
that the ratio of the expected number of relocations to the expected blocking lower bound converges
to one. Finally, Tierney and Vofs| (2016) study the robust pre-marshalling problem which also considers
uncertainty in the retrieval times of containers.

For a general review of techniques on finite horizon dynamic programming, we refer the reader to
Bertsekas| (2005) and Sennott| (2009).

Contributions of the paper. The contributions of this paper are:

1. A new stochastic model, referred to as the batch model. This new model uses the same probability
distribution as the online model. However, the two models differ in the way each reveals new
information on the retrieval order. The batch model is motivated, described, and compared with
the online model.

2. Lower and upper bounds for the SCRP. We derive a new family of lower bounds for which we
show theoretical properties. Furthermore, we develop two new fast and efficient heuristics.

3. A novel optimal algorithm scheme based on decision trees and pruning strategies referred to as
Pruning-Best-First-Search (PBFS), which takes advantage of the properties of the aforementioned
lower bounds. The algorithm is explained with pseudocode in Algorithm

4. A second novel algorithm tuned for the case of larger batches referred to as PBFS-Approximate
(PBFSA). We build upon PBFS and derive a sampling strategy resulting in an approximate algo-
rithm with an expected error that we bound theoretically. The pseudocode of the second algorithm
is presented in Algorithm 3]

5. Extensive computational experiments using an existing set of instances. The first experiment
exhibits the efficiency of PBFS, our lower bounds and two new heuristics for the batch model
based on existing instances, presented by |Ku and Arthanari (2016), where batches of containers



are small (2 containers per batch on average). The second experiment illustrates the advantage
of using PBFSA when batches of containers are larger, based on instances obtained by modifying
the existing set. In addition, most of our techniques including lower bounds, heuristics, and the
PBFS algorithm also apply to the online model. The third experiment shows that, in this model,
PBFS outperforms the algorithm introduced in Ku and Arthanari (2016) in the sense that it is faster
for instances that Ku and Arthanari (2016) could solve, and it can solve problems of larger size.
Furthermore, our two new heuristics also outperform the best existing heuristic (ERI) for the online
model. Finally, the last experiment is used to test the conjecture about the optimality of the leveling
heuristic in the special case of the online model with a unique batch of containers.

The rest of the paper is structured as follows: Section [I| thoroughly describes the batch model, its
assumptions and objective, the difference with the online model, and the general theory of decision trees
applied to the SCRP. Section[2|gives a good intuition into the problem and defines heuristics and a class of
lower bounds for the SCRP used in subsequent sections. Then Sections [8land @]introduce respectively the
PBFS and PBFSA algorithms. Computational experiments for both batch and online models are carried
through Section[5] We conclude the paper in Section[f|with a discussion of future directions for the SCRP.

1 SCRP and Decision Trees

1.1 Motivation

Before stating the general assumptions of the batch model, let us motivate our problem using a typical
example. We consider a port with a TAS offering 30-minute time windows during which truck drivers
who want to retrieve a container can register to arrive at the port. For the sake of the example, we
consider the time window between 9:00 a.m. and 9:30 a.m. Multiple trucks can be registered in this time
window; in this example, presented in Figure 3| 3 trucks (designated ij, i4 and i) are registered for this
time window. We assume that all 3 trucks arrive on time (between 9:00 a.m. and 9:30 a.m.) and that their
containers (similarly designated iy, is, and i) form a batch to be retrieved. We display the configuration
of interest in Figure 4| (3 tiers, 3 stacks, and 6 containers).

We assume that trucks arrive randomly within the time window, so each truck arrival order is equally
likely to happen. In this example, there are 6 potential arrival orders, each with 1/6 chance of occurring.

At 9:00 a.m., none of the 3 trucks has arrived, and their relative retrieval order is unknown. Conse-
quently, these 3 containers are all labeled 1 in Figure 4. In Figure [dp, the IDs of all containers and their
locations are depicted.

Between 9:00 a.m. and 9:30 a.m., trucks arrive in a particular order (e.g., Truck iy first, then ig, and
i1 last). In busy terminals, trucks typically queue up as they wait to be served. Their place in line is
based on their arrival order, so the port operator generally retrieves containers based on the arrival order.
Processing in this way, on a first-come, first-served basis, avoids issues with truck unions and maintains
fairness among drivers. Consequently, we take the retrieval order to be exogenously determined and we
do not consider it a potential decision for port operators.

To provide a specified level of service to the truck drivers, the terminal operator often sets a target
average waiting time. If the appointment time window is about the same as or shorter than the target
average waiting time, the operator has information about the retrieval order of containers in the batch
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Start batch retrieval

Truck Truck Truck using decisions
arrival ‘ arrival ‘ arrival ‘
o Truck iy ‘ Service time
01
iz -+ Truck 4¢ } Service time
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Figure 3: Timeline of events for the batch model with three trucks.

before the retrieval of those containers must begin in order to meet the target waiting time. Given these
conditions, we make the simplifying assumption in this work that the retrieval of a batch begins at the
end of the appointment time window associated with the batch, and the retrieval order of all containers
in the batch is known at the moment the retrieval of the batch commences. In our example, the target
average waiting time is 30 minutes. At 9:30 a.m., the retrieval order of the batch (i, is, 71) is known and
the retrieval of the batch commences soon after. The updated information is depicted in the configuration
of Figure k.

The assumption that containers to be retrieved are revealed on a batch basis models the reality that
port operators typically know information about all the containers in the same batch before starting
to retrieve them. This is especially true for busy ports that have a TAS. Moreover, we assume that
no information about future batches is available when making decisions for the current batch. Similar
modeling assumptions have been made in previous work (see |Zhao and Goodchild| (2010) and [Ku and
Arthanari| (2016)).

1 ig 2
5|4 i3 | is 5|4
115]|1 ip | ip | ig 3151
Before any truck has b 1Ds to match containers 4k Before the first container
arrived (9:00 a.m.) with trucks gets retrieved (9:30 a.m.)

Figure 4: SCRP example. The left configuration is the input to our problem. The configuration in the
middle denotes each container with an ID i; where l = 1,...,6. The configuration on the right denotes
the order of the first batch after it is revealed.

The general assumptions we apply to our model are formally stated in Section [1.2] (A7 and A}) and
result in the batch model, the main focus of this paper. The goal of the SCRP is to find a sequence of moves
minimizing the expected number of relocations needed to empty the initial configuration.



Labels in Figures E}a and@c are defined such that two containers have the same label only if they are
in the same batch and their relative order is yet to be revealed. In our example, since Container i5 is the
only container in the second batch and is retrieved after the first 3 containers, it is necessarily the fourth
container to be retrieved (thus labeled 4). Containers i, and i3 are labeled 5, and when their relative order
is revealed, one will be labeled 5 and the other 6.

Average LA-LB truck turn times by terminal in minutes
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Figure 5: Average truck turn times in minutes by terminal at Los Angeles-Long Beach port in June and
July 2017 (source: JOC.com). The dashed line shows the length of a time window (60 minutes) in the
truck appointment system.

We mention that these assumptions apply to an increasing number of port terminals. For example,
Figure 5 presents the average truck turn time in minutes for all 15 terminals of Los Angeles-Long Beach
port (the largest U.S. port for containers) in June and July 2017. In many of these terminals, a truck
appointment system with 60-minutes time windows (see (2009)) has been implemented, and
Figure 5| shows that most terminals have an average truck turn time longer than 60 minutes.

The online model. The main distinguishing difference between the batch model and the online model
introduced by Zhao and Goodchild| (2010) is the information revelation process. The online model
disregards any within-batch information available when it plans the moves to retrieve a container.

Hence new information is revealed one container at a time. The online model applies especially to
less busy ports where the waiting time is significantly shorter than the appointment time windows. In
this case, because there is a limited number of trucks waiting, limited information about the future is
known. We show through Lemma [I] that ignoring information (if available) results in a potential loss
of operational efficiency as measured by the expected number of relocations. In addition, most of our
batch-based approaches also apply to the online model, and we provide numerical results based on it in
Section 5l
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1.2 Assumptions, Notations, and Formulation

To define our problem as a multistage stochastic optimization problem (the number of “stages” is
the number of batches), we need to define a probabilistic model of the container retrieval order, a scheme for
revealing new information about this order, and an objective function.

Batch model. Let us state the assumptions and objective of the stochastic CRP under the batch model.
Assumptions A}, A3, A, and A] are respectively identical to Assumptions Ay, Ay, Az, and Ay.

A : (probabilistic model) Given an ordering of batches, the probability distribution of the retrieval
order is such that: 1) all the containers in a given batch are retrieved before any containers in
a later batch, and 2) within each batch of containers, the order of the containers is drawn from
a uniform random permutation. This paper focuses mainly on this latter assumption, but our
model can be extended to the more general case of any probability distribution on permutations
(not necessarily uniform) that respects the order of batches.

A; : (revelation of new information) For each batch w, the full relative order of containers from
the w' batch (i.e., the specific random permutation drawn) is revealed after all containers in
batch 1 through w — 1 have been retrieved.

Given these assumptions, we want to find the minimum expected number of relocations to retrieve
all containers from a given initial configuration. We refer to this problem as the “stochastic CRP.” Let us
introduce some notations:

The problem size is given by (T, S, C), respectively the number of tiers, stacks, and containers in the
initial configuration.

The number of batches of containers in the initial configuration is denoted by W. We consider that
the batches are ordered from 1 to W.

w
For each batch w € {1, ..., W}, let Cy, be the number of containers in w. By definition Z Cw=C.

w=1

Each container has two attributes:

e The first attribute, denoted by (/)1 ¢, is the label and is defined as follows: initially,
w—1

containers in batch w are labeled K, such that K, = 1 + Z Cu, where the sum is empty for
u=1

w = 1. Then, for k € {1,...,C}, if a container is revealed to be the k" container to be retrieved,

its label changes to k. Using this labeling, at any point in the retrieval process, two containers
have the same label only if they are in the same batch and their relative order is yet to be
revealed.

e The second attribute is a unique ID denoted by (i)1, ;- This ID is used only to identify
uniquely containers in the initial configuration (see Figure [db) and for the sake of clarity of
the following probabilistic model. Note that for/ € {1,..., C}, if Container 7; is in batch w, then
¢; = Ky, (until the actual retrieval order of i; is revealed).



- For k € {1,...,C}, let (4 be a random variable taking values in (i), . ¢y, such that {C; = 7} is
the event that Container i; is the k" container to be retrieved. According to Assumption Az, the
distribution of (Cx)kep1,. ¢y is given by

, { L ifw=minfue{l,..., W} | K, >k} and ¢ = K,
P[C=u]=1 - .
0, otherwise.

In this case, there are a total of []!\_, (Cy!) orders with equal probabilities. More generally, we
consider the case where the probability of each order within each batch is not necessarily equally
likely. However, we still assume that the batches are ordered, thus IP [(x = i;] can be positive only
if w = min{u|K,, > k} and ¢; = Ky. In the practical case where probabilities are not considered to be
uniform, a list of potential retrieval orders and their associated probability is given for each batch of
containers (based on historical data), thus IP [(x = i;] can easily be inferred from these probabilities.

- An action corresponds to a sequence of relocations to retrieve one container. For k € {1,...,C}, we
denote the action for the k" retrieval by a, and the feasible set of actions is defined according to
Assumptions A’ and Aj.

- Fora givenbatchw € {1,..., W},

1. let y,, denote the configuration before the retrieval order of containers in batch w is revealed,
i.e., before Ck,, ..., Ck, +c,—1 are revealed. Note that y; corresponds to the initial configuration.

We denote xg, the configuration after the retrieval order of containers in batch w is revealed,

Ckyr++1CKep+Coo—1
é

and before action ag , is taken. If represents the revelation of the random variables

. Ckyp r++CKyp+Cro—1
Ckys - - -+ CK,+C,—1, We can write iy, ——————— Xk,

2. After theretrieval order of batch w has been revealed, actions to retrieve the revealed containers
mustbe made. If C,, > 1, then {Ky, ..., Ky +Cyp—2} # 0. In this case, fork € {K,, ..., Ky+Cyp—2},
let x;1 be the configuration after applying action a; to state x; and before action a;.1. Therefore,
if 2% represents the application of action a;, we have x LN Xjt1-

3. The last container to be retrieved in batch w is the (K, + Cy, — 1)t h container, thus, according to
the previous point, xg,+c,-1 corresponds to the configuration before ag, +c, -1 is taken. After
this retrieval, the order of the next batch (batch w + 1) has to be revealed, and according to the
tirst point, the configuration is y4+1. The configuration after retrieving batch W will be empty,

thus we define y.1 to be the empty configuration. So if HorCud, represents the application

. AKyp+Cw—1
of action ag_+c -1, then we have xg +c,-1 ———— Yw+1-

In summary, we have
CKepre-rCKyp+Crpo—1
yw E wa’
Vwell,..., W}, xp &5 xpq, ifCo>1, VkelKy,...,Kp+ Cyp—2],

AKp+C—1
XKyp+Cop—1 — Yw+1-

- Let the function r(.) be such that r(x) is number of relocations to retrieve the target container in
configuration x. It is also equal to the number of containers blocking the target container. This
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function is defined only for configurations in which the target container is identified. Specifically, it

-----

cost for the k™ retrieval.

- Let the function f(.) be such that f(x) is the minimum expected number of relocations required
to retrieve all containers from configuration x. In addition, f(x) is commonly referred to as the

......

By definition, we have:

f(yw) = . E  [f(x)] , where k = Ky,

ke rChtCop—1

Ywell,..., W}, f(xk):r(xk)+rr;in{f(xk+1)} ,ifCp>1land Vk e {Ky,..., Ky +Cyp —2},
k
f ) =7r(x) + rr;in {f (Ww+1)} , wherek =Ky +Cyp — 1,

which can be written as

fea=, E - [few],

Kap r+++rCKep+Cap—1

\7' w e {1, ceey W}, {[KTU+C2U_1 (1)

f(xk,) = min
aK,

w e+ Ky +Crp—1

r (xk)J +f (yw+1)} ,

k:Kw

and f (yw+1) = 0. Therefore, the SCRP is concerned with finding f (y1), where by induction:

C
1) = E min E e E min Z r(x)e]... vl 2)
f (]/ ) Cky LKy +Cp 1 [”Kl ----- Ak +Cq -1 {CK2r~-~rCK2+C2—1 [ Ckyy -+ Cpy+Cpy—1 [ﬂKW ----- AKpy+Cry—1 { -

As a final remark, we note that batches should be as small as possible if only information is at stake.
Indeed, smaller batches correspond to an efficient information system since more information is known

about the retrieval order. But the size of batches is restricted by two intrinsic constraints:

1. Batches should be at least larger than a certain size. Indeed, a terminal offers time slots for trucks
to register, and these slots cannot be too brief, as trucks would most certainly not arrive during
their appointed slot due to traffic or other uncertain factors. Therefore, given the minimum time
of a slot, the terminal will allow at least a certain number of trucks to register for each slot, i.e., the
minimum batch size.

2. Batches cannot be too large for the batch model to be applicable, since in this model, the appoint-
ment time windows are supposed to be the same as or shorter than the target waiting time. As
the target waiting time is limited, only a limited number of containers can be retrieved in a certain
batch.

The online model. Using our notations, we briefly present the SCRP under the online model. Instead
of Assumption AL, the online model assumes that for each retrieval k € {1,...,C}, only the next target

container is revealed (i.e., (;). Therefore, we consider the states (y]‘z, xi) c defined such that k €

k=1,..,
{L....,CL v} &, x7 &, ;.. where y. | is the empty configuration. In this case, if f° denotes the
cost-to-go function, then by definition we have f° (yZ) = ]5[ f° (xZ)] (with f° (yac +1) = 0), and V k €

11



{1,...,C}, f° (xi) = rr;in {r (xz) + f° (yz +1)}. By induction, the SCRP under the online model is hence

el el (Tt

The next lemma compares the batch and the online models theoretically (the proof can be found

concerned with finding;:

fo (yg) - €] Ce

in Appendix [A). It states that it is beneficial in terms of the expected number of relocations to use the
batch model rather than the online model, if the first one is applicable. Practically, this suggests that the
operator should always use available information.

Lemma 1. Let y be a given initial configuration, then we have
fFW<f©)-

1.3 Decision Trees

Multistage stochastic optimization problems can be solved using decision trees in which chance nodes
and decision nodes typically alternate. A chance node embodies the stochasticity of the model, whereas
a decision node models the possible actions of the algorithm. In a decision tree for the SCRP, a node
represents a configuration. The root node (denoted by 0) is the initial configuration, and the leaf nodes
are configurations for which we can compute the cost-to-go function.

In our case, we slightly modify the structure of a typical decision tree, in the sense that chance nodes
and decision nodes do not necessarily alternate. A chance node is a configuration for which the target
container is not known yet, and information needs to be revealed (note that this occurs only at the
beginning of each batch). A decision node is a configuration for which the target container is known.

Using our notations, chance nodes correspond to (1) w and decision nodes correspond to (xi)x=1, . c-

w=1,...,

Let n be a node corresponding to a configuration in the decision tree. Thus f(n), the cost-to-go
function of #, is defined for all nodes n, and r(n), the immediate cost function of 7, is well defined when
n is a decision node. We denote by A, the level of n in the decision tree, and define it as the number of
containers remaining in the configuration. We denote the lowest level of the tree by A" = anlrrgle An). Tt
corresponds to the level such that if A, = A*, f(n) can be computed efficiently (the empty configuration

being an obvious candidate with a cost-to-go of 0). Moreover,

e If nis a chance node, then there exists a unique w € {1,..., W} such that A, = C - K, + 1. We denote
by Q, the set of offspring of n, each offspring being a dec1s1on node corresponding to a realization
of the random variables Ck,, ..., Ck,+c,-1, i.€., the full retrieval order of containers in batch w. Note
that n has a priori |Q,,| = Cy! offspring.

e If n is a decision node, then (1) is well defined and is equal to the number of containers blocking
the target container in configuration 7 (i.e., the (C - A, + 1) container to be retrieved). We denote
by A, the set of offspring of n, which can either be chance nodes if there exists w € {1, ..., W} such
that A, + 1 = C — Ky, + 1, or decision nodes otherwise. For the sake of simplicity, we compute A,
greedily by considering all feasible combinations of relocations of the r(n) containers blocking the
target container in n. Note that |A,]| is of the order of (S - 1)"™, where S is the number of stacks.

12



O 0 0O 6

Figure 6: Decision tree represented with nodes. The colored arrows represent different values of imme-
diate cost, i.e., the number of containers blocking the target container (dotted green: 0, dashed orange:
1, thick solid red: 2).

Equation (1) provides the relation to compute the cost-to-go by backtracking. For all 7 in the decision
tree, we have

5 f(n;) , if nis a chance node,
| i’ll niE-Qn (3)
r(n) + miAn {f(ny)} , if n is a decision node.

niely

f(n) =

In the case in which the probability of each permutation (in each batch) is not uniform, we mentioned
that in practice, operators provide the probability of potential orders for each batch. Given a chance node
n and one of its offspring n; € (2,,, this input probability is exactly the probability that the actual retrieval

order is the one revealed in n;. For a given node n, we denote these probabilities by (p»,) In this

neQy”

case, Equation (B) is replaced by:

Z Pn.f(n;) , if n is a chance node,

f(n) = { me

r(n) + miAn {f(ny)} , if n is a decision node,
niely

for all n in the decision tree.

Figures [f] and [ provide the description of the decision tree corresponding to the example in Figure
M} using chance/decision nodes and configurations, respectively. A chance node is depicted with a circle,
and a decision node with a square.

Toillustrate how to use Equation (3), we derive the calculations using the example in Figure[| Suppose
that f(25) = f(26) = f(27) = 0.5 are known, then we get f(17) = f(18) = f(19) = 0.5, f(07) = f(09) = 1.5,
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Figure 7: Decision tree represented with configurations. The colored arrows represent different values
of immediate cost, i.e., the number of containers blocking the target container (dotted green: 0, dashed
orange: 1, thick solid red: 2). Red circled numbers highlight containers blocking the target container.

14



5|3 315 3 5 5 3 513
415
315

Figure 8: “Abstraction” procedure.

and f(08) = 2.5, leading to f(01) = 3.5. Similarly, by backtracking, we can compute f(02) = f(03) =
f(04) = 1.5 and £(05) = f(06) = 2.5, giving us f(00) = 13/6.

As the example shows, considering the full decision tree can become intractable even for small
examples, hence quickly impossible for larger problems. As previously mentioned, the number of
decision offspring of a chance node scales with Cy,!, and the number of offspring of a decision node is of
the order of (S —1)"™. So the size of the tree grows exponentially with the size of the problem. However,
there exist general and specific techniques to reduce substantially the size of this tree, as we discuss now.

First, there are suboptimal approaches. One way to approximate f(n), when n is a chance node, is to
sample from its offspring. When (,, is large (which can happen with large batches), one might sample
a certain number of realizations, resulting in a set of offspring ¥,, € Q,. By sampling “enough,” we
show in Section 4, we can ensure guarantees on expectation for such an algorithm. Another popular
suboptimal approach is to use techniques from Approximate Dynamic Programming. These techniques
can provide good empirical results, but no guarantee on how far from optimality can be obtained. This
direction is not discussed in this paper but can be a direction for future work. Finally, another approach is
to consider heuristics such as the ones described in the next section, which select a subset of the offspring
of decision nodes, and lead to upper bounds on the optimal value f(0).

Second, there exist ways to decrease the size of the tree while ensuring optimality. One is to reduce the
number of nodes using the problem structure of the SCRP. In the online setting, Ku and Arthanari (2016)
propose an “abstraction” technique that significantly shrinks the size of the tree. Thanks to Assumption
A}, we can consider that the stacks of a configuration are interchangeable, making many configurations
equivalent in terms of number of relocations. For instance, in Figure [} nodes 20 and 21 are identical in
terms of number of relocations.

We describe the abstraction step with an example in Figure (8l The five configurations at the top are
all equivalent to the configuration at the bottom. The abstraction transformation first ranks the stacks by
increasing height. For stacks with equal height, it breaks ties by ranking them lexicographically going
from bottom to top. Stacks are rearranged in order to have the first ranked on the left and the last on the
right. Ku and Arthanari (2016) use a slightly different rule and add the extra step of removing empty
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stacks. Using the abstraction procedure, the proposed algorithm should not generate a node twice with
identical abstracted versions. Even though Ku and Arthanari| (2016) introduce this rule for the online
model, this abstraction step also applies in the batch setting. Throughout the rest of the paper, we will
refer in pseudocode to the function Asstract(n), when applying this method to a given node n. We
mention that|Ku and Arthanari (2016) also suggest caching strategies that could be added on the top of
this simplification step, including caching part of the tree or using a transportation table.

Finally, the performance of a decision-tree-based algorithm depends on the exploration strategy of
the tree. For the online model, Ku and Arthanari (2016) use depth-first-search (DFS), and we propose to
explore the best-first-search (BFS) approach. Note that BFS requires some kind of measure that we define
in Section Bl

In further sections, we explore two other ways to decrease the size of the tree while still ensuring
optimality. The first one is specific to the SCRP, and uses properties of the problem to increase A*. Recall
that A* is the minimum level of the tree at which we can find the optimal expected number of relocations,
without further branching. We show that we can set A* to max{S, Cw}, where S is the number of stacks,
and Cy is the number of containers in the last batch. Comparatively, Ku and Arthanari (2016) branch
until A* = 0. The second optimal pruning strategy uses lower bounds in a BFS scheme.

After we introduce the batch model for the SCRP (as well as the online model) and some preliminary
concepts about decision trees, the next three sections develop approaches to solve the SCRP.

2 Heuristics and Lower Bounds

Before introducing the two main algorithms, we describe in this section heuristics and lower bounds
for the SCRP. Indeed, PBFS and PBFSA build upon some of these bounds. In addition, these algorithms
provide good intuition on how to solve the SCRP.

Let n be a given configuration with S stacks and T tiers. We say that a Container c is a blocking container
in n if it is stacked above at least one container which is to be removed before c. Note that all the bounds
mentioned below apply both in the batch and online models.

2.1 Heuristics
For the sake of completeness of this paper, we first describe three existing heuristics used in proofs
and/or our computational experiments before describing two novel heuristics.

2.1.1 Existing heuristics

Random. For every relocation of a blocking Container ¢ from Stack s, the Random heuristic picks any
Stack s’ # s uniformly at random among stacks that are not “full,” i.e., stacks containing strictly less than
T containers.

Leveling (L). For every relocation of a blocking Container ¢ from Stack s, L chooses the Stack s” # s

currently containing the fewest containers, breaking ties arbitrarily by selecting such leftmost stack.
Heuristic L is interesting for several reasons. Most important, it is an intuitive and commonly used

heuristic in real operations in that it uses no more than the height of each stack. In addition, it does not
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require any information about batches or departure times, which means it is robust with respect to the

inaccuracy of information.

Expected reshuffling index (ERI). This index-based heuristic was introduced by Ku and Arthanari
(2016) for the online model. For every relocation of a blocking Container ¢ from Stack s, ERI computes
a score called the expected reshuffling index for each Stack s’ # s that is not full, denoted by ERI(s’, c).
ERI chooses the Stack s” # s with the lowest ERI(s’,c). In the case of a tie, the policy breaks it by
selecting the highest stack among the ones minimizing ERI(s’,c). Further ties are arbitrarily broken
by selecting the leftmost stack verifying the two previous conditions. ERI(s’,c) corresponds to the
expected number of containers in Stack s’ that depart earlier than c. Let Hy be the current number of
containers in s’. If Hy = 0, then ERI(s’,c) = 0. Otherwise, let (ci,...,cnH,) be the containers in s’, then
L{ci=c}

Hy
ERI(, c) = Z Liei <l + =

i=1

2.1.2 First new heuristic: Expected Minmax (EM)

EM considers an idea similar to that of Caserta et al.|(2012) for the CRP. Let min(s) be the smallest
label of a container in s (min(s) = C + 1, if Stack s is empty). For every relocation of a blocking Container
c from Stack s, we select the stack to which we relocate ¢ using the following rules:

[Rule 1] If there exists s’ # s such that min(s’) > ¢, let M = {r{uré | {min(s’) : min(s") > c}. Select a stack such
s’e{l,...,S}\s

that min(s") = M, breaking ties by choosing from the highest ones, finally taking the leftmost stack
if any ties remain.
[Rule 2] If for all Stacks s’ # s, min(s’) < ¢, let M = max {min(s’)}. Select a stack such that min(s’) = M.

s’€ll,...,S}\s
If there are several such stacks, select those with the minimum number of containers labeled M.

Further ties are again broken by taking the highest ones, and finally choosing the leftmost one

arbitrarily.

@

4 )
7 7 2 @ 2 2 4
4|4 71— 44 71|44 7@ 4|77 | 41717
117 3 17 3 71413 117 4|3 1171413
4 8 4 2 4 2 4 2
Rule 1 Rule 1 Rule 2 Rule 2

Figure 9: Decisions of the EM heuristic on an example with 5 tiers, 4 stacks, and 9 containers (3 per
batch). Under the batch model, the first batch has been revealed, and we present the decisions to
retrieve the first container made by EM. The container with the circled red label is the current blocking
container. Numbers under the configuration correspond to the stack indices min(s). The underlined
green (respectively squared orange) indices correspond to the selected stack with the corresponding M
when Rule 1 (respectively Rule 2) applies.
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Rule 1 says: if there is a stack where min(s) is greater than c (c can almost surely avoid being relocated
again), then choose such a stack where min(s) is minimized, since stacks with larger minimums can be
useful for larger blocking containers.

If there is no stack satisfying min(s) > ¢ (Rule 2), then we have two cases following the same rule. On
one hand, if M = ¢, then M is the maximum of the minimum labels of each stack, and c can potentially
avoid being relocated again. If there are several stacks that maximize the minimum label, then by
selecting the one with the least number of containers labeled M, EM minimizes the probability of ¢ being
relocated again. On the other hand, if M < ¢, c will almost surely be relocated again, and then EM chooses
the stack where min(s) is maximized in order to delay the next unavoidable relocation of ¢ as much as
possible. We show how EM makes decision on a simple example in Figure 9]

2.1.3 Second new heuristic: Expected Group assignment (EG)

EM s quite intuitive because it tries to minimize the number of blocking containers after each retrieval.
EG aims for the same goal, but uses some more sophisticated rules. EG is inspired by a heuristic designed
by Wu and Ting| (2012) for the complete information case, and we generalize this idea to the SCRP. It
is different from ERI and EM because it considers a group of blocking containers together, whereas ERI
and EM consider them one at a time. EG can be decomposed in two main phases for each retrieval. The
decisions made by EG on the same example as shown in Figure f]are given in Figure

The first phase assigns the blocking containers for which there exists s’ # s such that min(s") > c.
If this is not the case, the assignments of these containers will be ignored during the first phase. The
acceptable containers are assigned in descending order of labels, i.e., the container with the highest label
is assigned first (breaking ties for the highest one first). In order to assign these acceptable containers,
the first phase applies the first of the EM rules. Finally, an acceptable container cannot be assigned to a
stack if there is a container below it that was previously assigned to this stack.

The assignment in the second phase for the blocking containers not yet assigned might lead to
additional relocations. These containers are assigned to other stacks in ascending order of labels. The
second phase first computes a modified min(s’) index for each stack denoted by Gmin(s"), which is defined
as follows: Let Hy be the height of Stack s” and B(s") be the subset of containers assigned in the first phase
to Stack ¢/,

-1, ifIB(s")|+ Hy =T,
min(s'), if |B(")| = 0,
B(s"), if IB(s")| =1,

0, otherwise.

Gmin(s') =

If a stack is full after we assign the containers during the first phase, then it cannot be selected. If no
container was assigned, the index remains as the min. If one container was assigned, it is “artificially”
the new minimum of the stack. Finally, if more than one container was assigned, the index becomes
very unattractive by being as low as possible (0). The second phase is similar to the EM heuristic, but
it considers Gmin instead of the min index, breaking ties identically. Note that, after each assignment in
the second phase, we update Gmin accordingly for the remaining containers to be assigned. For more
details in the complete information case, we refer the reader to Wu and Ting| (2012).
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. First phase: EG assigns acceptable containers in descending order. The container with the circled
red label is the next acceptable container that EG tries to assign to a stack. Containers with overlined blue
labels are assigned, and with gray labels are unassigned. Below, we show the indices min(s) to apply the
tirst rule of EM (X means that a container below the considered container has already been assigned to a
stack).
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. Second Phase, EG assigns all unassigned containers using the index Gmin(s).

Figure 10: Decisions of the EG heuristic in an example with 5 tiers, 4 stacks, and 9 containers (3 in
each batch). Under the batch model, the first batch has been revealed, and we present the two-phases
decisions to retrieve the first container made by EG.

2.2 Lower Bounds

After defining heuristics (upper bounds), we are now concerned with defining valid lower bounds
for the SCRP. More specifically, we care about computing lower bounds for decision nodes in the decision
tree defined before. Note that the computation of lower bounds easily extends to chance nodes.

2.2.1 Blocking lower bound

Suppose that the departure order is known, as in the CRP. The following lower bound was introduced
by Kim and Hong| (2006)) and is based on the following simple observation. If a container is blocking in
n, then it must be relocated at least once. Thus, the optimal number of relocations is lower bounded by
the number of blocking containers.

In the SCRP, the retrieval order is a random variable, so the fact that a container is blocking is also
random. Let us denote the expected number of blocking containers in n by b(n). Therefore, by taking the
expectation on the retrieval order of the previous fact, which holds for every retrieval order, we have the
following observation.

Observation 1. For all configurations n, f(n) is the minimum expected number of relocations to empty n, and
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b(n) is the expected number of blocking containers, then

f(n) > b(n).

Lemma [2| shows one way to compute the expected number of blocking containers for one stack, and
b(n) is the sum of the expected number of blocking containers of each stack of n. Mathematically, let bs(1)

B
be the expected number of blocking containers in Stack s of 1, we have b(n) = Z bs(n).
s=1

Lemma 2. Let n be a single stack configuration with T tiers, and H > 0 containers (H < T). If H = 0, we have

b(n) = 0.

.....

where 1 {A} is the indicator function of A.

CH

(%]

C1

Figure 11: Example of a single stack configuration.

Proof. Clearly, if H = 0, then b(n) = 0. If H > 1, then by definition we have

H H
b(n) =E 2 1 {cy, is a blocking container}| = Z IP [cp, is a blocking container] .
h=1 h=1

Let us fix h € {1,..., H}, and compute the probability that c; is blocking. We consider two cases:

o Ifc, > _minh {ci}, then ¢y, is almost surely blocking.
i=1,...,
h

e Otherwisec, = ,rrlﬁnh {c;}, and there are Z 1 {c;, = ¢;} — 1 containers below ¢, with the same label (or
1=1,...
" i=1
batch). Since each departure sequence between containers of the same batch is equally likely, the
Y Le=c)-1 1

probability that cj, is blocking is equal to T - 1- ool
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Consequently, we get

1
IP [cy, is a blocking container] =1 x 1 {ch > min {c'}} +]1-———|x1 {ch = min {c'}}
g = Y 1{op =ci) =1

1<c;, = min {c;
{h i=1,.. h{l}}

We sum the above expression for h = 1, ..., H to conclude the proof. m]

Therefore, one can compute the blocking lower bound as follows: let H® be the number of containers
in Stack s, and (ci, s, chs) be the containers in Stack s listed from bottom to top, then

i ﬂ{cs = min {Cs‘}}
b(n): Z HS_Z hh i=1,.,h ! .
Wl T Yfa=a)
i=1

1

(4)

Non-uniform case. In the case where probabilities are not uniform across retrieval orders, we still
consider a similar lower bound. For each Container ¢;, let 4 be the probability that cj is the first container
to be retrieved among the ones with the same batch, and positioned below in its stack. Equation

I
b(n) = Z (Hs - Z e 1 {c; = iirlﬁnh {cf}}]
S h=1

s=1,..,.s\ h=1 N
H>1

extends to give:

2.2.2 Look-ahead lower bounds

Note that the blocking lower bound b is only taking into account the current configuration. However,
some relocations lead necessarily to an additional relocation. We refer to such relocations as “bad.”
Formally, let s be a stack of a configuration, and min(s) be the smallest label of a container in s. Recall
that, if s is empty, we set min(s) = C + 1. We say that the relocation of Container c from Stack s is “bad” if

c> max {min(s")}. We propose to construct a lower bound that anticipates “bad” relocations.
s’'=1,..., , S’ #s

The basic idea is based on a similar one used by |Zhu et al.| (2012) for the CRP. We consider the first
look-ahead lower bound denoted by bi(n). By definition, we take by(n) = b(n) + d1(n), where b(n) is
the blocking lower bound, and d;(n) is the expected number of unavoidable “bad” relocations while
performing the first removal. We compute the term d; (1) by considering all realizations of the first target
container. For each realization, we compute the number of unavoidable “bad” relocations and average
them. Formally, for a given configuration n, consider U, the set of potential next target container in n

(which can be a singleton if it is known already), i.e., U, = {c ¢ = min (min(s)) } Based on the definition
S=

1.8
of a bad relocation, we compute the number of unavoidable “bad” moves for each u € U, denoted by

B(n,u), and we take:

) = Y, B,

uel,
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or di(n) = Yeu, PnuP(n,u), where p,, is the probability that u is the next target container in  if the
probabilities considered are not uniform (which can be computed using (py,),, <, if 7 is a chance node).

3
1131

Figure 12: Example for look-ahead lower bounds.

For example, in Figure the presented configuration denoted by # is such that b(n) = 2. Now
consider a container u € U,: if u is the container labeled 1 in Stack 1, then there is no blocking container,
so B(n,u) = 0; if u is the other container labeled 1, the relocation of the container labeled 4 from Stack 3 is
necessarily a bad relocation, since min(1) = 1 < 4 and min(2) = 3 < 4, but it is not the case for the blocking
container labeled 3, hence (1, u) = 1. Therefore, d1(1) = 0.5(0 + 1) = 0.5, and b;(n) = 2 + 0.5 = 2.5, hence
giving a lower bound closer to the optimal solution than b(1). Note that, if n has an empty stack, then
p(n,u) =0 for all u € Uy, and hence d;(n) = 0.

We can refine this idea by trying to find unavoidable “bad” relocations for the second removal.
In this case, the configuration depends on the first removal and the decisions that have been made
accordingly. For the sake of clarity, consider that the first target container has been revealed, and denote
it 1. After retrieving u;, only containers blocking u; have changed from their initial position. It can be
very challenging to detect future unavoidable “bad” moves for these containers. To bypass this issue,
we consider that all containers blocking u; are also removed, resulting in a configuration without #; and
its blocking containers. Given this new configuration denoted by n(u1), we can compute the expected
number of unavoidable bad moves d;(n(u1)). Since u; is actually random, we have to consider each
scenario with its associated probability and compute a new configuration where blocking containers are
retrieved with the target container. We denote the result d»(n), and it is a lower bound on the expected
number of unavoidable bad relocations for the first two removals starting at n. Finally, our second
look-ahead lower bound is given by by(n) = b(n) + da(n).

Algorithm 1 Lower bound on the number of unavoidable bad relocations for the k first removals

1: procedure [dy(n)] = UnavoipaBLEBADRELOC (11, k)

2 if k = 0 or n has an empty stack or n is empty then di(n) =0

3 else let U,, = {containers with minimum label in n}

4 if k =1 then di(n) = ﬁ Yueu, B(n, 1)

5: else

6 foru € U, do

7 Let n(u) be the configuration n without u and all containers blocking u
8 Compute recursively dj_; (n(1)) = UnavoidableBadReloc (n(u), k — 1)

9: Compute di(n) = ﬁ Yueu, P(n, u) + di_q (n(u))

This idea can easily be generalized for k > 2 by induction with by(n) = b(n) + di(n). Here k is the
number of removals that the lower bound considers to compute the expected number of unavoidable
bad relocations (see pseudocode of Algorithm [I).
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3 PBFS, a New Optimal Algorithm for the SCRP

Building upon lower bounds introduced in the previous section, this section introduces, studies, and
proves the optimality of one of the main contributions of this paper, the PBFS Algorithm.

3.1 PBFS Algorithm

We start by giving the pseudocode of our algorithm, and we derive its optimality in Lemmas3|and
PBFS takes two inputs, the configuration #n for which we aim to compute f(n), and a valid lower bound
I. This algorithm uses a combination of four features to return f(n). The first one is the BFS exploration
of the tree based on a given lower bound I. We first compute f for the “most promising nodes,” because
nodes with small lower bounds are more likely to result in small f. The second technique is stopping
to compute f recursively after level A* = max{S, Cw}, by calculating it either using b or the A* algorithm
defined later. In Algorithm 2} A*(n) denotes the optimal number of relocations for node 1 obtained using
the A* algorithm. The third feature is pruning with a lower bound, revealing the suboptimality of some
nodes without actually computing f. As its fourth feature, the algorithm uses the abstraction technique
described previously.

Algorithm 2 PBFS Algorithm

1: procedure [f(n)] = PBFS (n, )
2 if A, < S (n has less than S containers) then f(n) = b(n)
3 else
4 if nis a chance node then start with WIBFS = {}
5: for n; € O, do n; <« ABsTRACT(n;)
6 if there exists m = n; already in W'BFS then p?, < p!, + |(}—n|
7 else if there exists m = n; already in the decision tree then add m to WrBFS and p?, = QL
8: else add n; to W)BFS, P, = |Q | and compute f(n;) = PBFS (n;, )
9: Compute f(n) = Z P f(117)
niG‘prFS
10: else n is a decision node
11: if A, = Cw (the full retrieval order is known) then f(n) = A*(n)
12: else construct A, by considering all feasible sets of decisions to deliver the target container
13: Compute [(n;) for each n; € A,
14: Sort (n(l), n@, .-, 1 Anl)) in nondecreasing order of (.)
15: Compute f(n()) = PBFS (n(l), l)
16: Start with FPBFS {ng}and k =2
17: while k < 4,] and I(ngy) < _min {f(n()} do ngy — ApstrRACT(1()
18: if there exists m = n, already in the decision tree then add m to I'}BFS
19: else add ngy to I’ PBES and compute f (@) = PBFS (n(k), l)
20: Updatek=k+1
21: f(n) =r(n) + min {f(n)}
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3.1.1 Decreasing the size of decision tree by increasing A* to max{S, Cw}

If Cw < S, then compute f(n) using b(n). Recall that, for every relocation, heuristic L chooses the stack
with the fewest containers, breaking ties arbitrarily by choosing the leftmost one. Note that L always
provides a valid upper bound for the SCRP. So if we denote the resulting expected number of relocations
to empty configuration n using L by f(n), then we have f;(n) > f(n).

Lemma 3. Let n be a configuration with S stacks, T tiers, and C containers such that C < S, then we have

fu(n) = b(n) = f(n)

Proof. Consider a retrieval order of containers from n that has a nonzero probability of occurring. If
there are no blocking containers, then the lemma clearly holds. Otherwise, let c be one of the blocking
containers for this retrieval order, and consider the first removal for which ¢ has to be relocated. For
this removal, there are at most S containers in the configuration, hence there exists at least one empty
stack to relocate c. Since heuristic L chooses always empty stacks if one exists, L would move c to one
of the existing empty stacks. Note that in this case, ¢ will never be blocking again, and hence will never
be relocated again. This observation holds for any blocking containers, thus L relocates each blocking
container at most once.

Since this fact holds for any retrieval order with nonzero probability, by taking expectation on the
retrieval order, we have f1(n) < b(n), thus fr.(n) < b(n) < f(n) < fr(n), which concludes the proof. O

Lemma 3|states that for configurations with S containers or fewer, heuristic L is optimal for the SCRP.
This implies that, for nodes at level S, we have access to the cost-to-go function using b(n), as well as an
optimal solution (provided by heuristic L). Hence PBFS can stop branching at A* = S (line 2 of Algorithm

).

If Cw > S, then compute f(n) using the A* algorithm. If n is a decision node at level Cyy, the full order
of retrieval is known, and computing f (1) reduces to solving a classical CRP, so we can leverage the exis-
tence of efficient solutions to the classical CRP such as the A* algorithm, and take A* = Cy. Throughout
the rest of the paper, A* refers to the improved version of this algorithm presented in Borjian et al.|(2015a).

Combining with the two previous observations, we can take A* = max{S, Cw}.

3.1.2 Decreasing the size of decision tree by pruning using lower bounds

We would also like to reduce the size of the tree before level A*. For a decision node n, PBFS considers
only a subset I'"PFS of all the offspring A, (line 21 of Algorithm . Our goal is to set I':PFS in order to still
guarantee optimality.

First, PBFS generates all nodes n; € A, by considering all feasible sets of decisions to deliver the
target container in n (line 12 of Algorithm , and for each of them, compute a lower bound I(n;), where
[ is the input lower bound (line 13 of Algorithm . Let (1’1(1),1’1(2), e, n(|Qn|)) be the list of offspring of n
sorted by nondecreasing lower bound (line 14 of Algorithm[2). The algorithm considers first n;), adds it
to I'"BES and computes f (n(1y) recursively (lines 15-16 of Algorithm . Then for k > 2, we consider ny’s
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(ng)  <...< l(n(|p,r;BPS|)) l(n(|rgBFS|+1)) << ngay)
flw) o fl) X

Figure 13: Illustration of the pruning rule. First, offspring are ordered by nondecreasing lower bounds.
Then we start computing the objective function starting at ;). We stop computing the objective functions
once the pruning rule is reached. In the figure above, green nodes linked with full green arrows are
nodes in I'"BFS ie., f(.) has been computed. Orange nodes linked with dashed orange arrows are nodes
inA,\T EBF S ie., f(.) does not need to be computed, which is represented here by x.

sequentially and check if I(ng) < 11'n1rk1 ) { f (n(j))} (line 17 of Algorithm [2). If so, add ng to I''BFS and
=1, k=

compute f(ny)) recursively. If not, we stop branching on all nodes n), ..., n(q,). Anillustration of the
pruning rule is shown in Figure [13[and the next lemma shows the optimality of this rule.

Lemma 4. Let n be a decision node in the decision tree, and T'PFS be the subset of nodes considered for this node
in Algorithm |2, and constructed as aforementioned, then we have

min_(f(m) = min (£(n).

e

Proof. Let (n(l), 1@y, -y Tl(|Qn|)) be the list of offspring of 1, sorted by nondecreasing lower bounds. We
consider two cases:

o IfI 5BF 5 = A, the statement clearly holds.
e Otherwise, there exists k < |4, such that I(n) > {mn {f(n ]))} and I'PBFS = {n(l), . ,n(k_l)}.
Note that we have YK > k, f(ng) > lng,) > l(n(k)) _min { f(n)}. Hence min {f(n)} =
min_ {f(ig)} = min_{fon)}

j=1,.., [PBES

.....

O

We claim that increasing A* to max{S,Cw} together with pruning in a Best-First-Search scheme,
dramatically help in the efficiency of PBFS while guaranteeing optimality. However, this algorithm faces
the issue that |Q,| = C,! if n is a chance node. So if Cy is large, typically C,y > 4, the number of nodes to
consider gets too large. We tackle this issue by considering a near-optimal algorithm in the next section.
This leads us to consider an alternative to PBES in the case of larger batches.

25



4 PBFSA, Near-Optimal Algorithm with Guarantees for Large Batches

Building upon PBFS introduced in the previous section, this section describes the randomized algo-
rithm PBFSA and shows some theoretical guarantees on expectation. This new algorithm is identical
to PBFS except when computing the value function of a chance node (lines 4 to 17 of Algorithm [3). In
order to decrease the number of decision offspring to consider for each chance node, we sample a certain
number of i.i.d. permutations and consider only the decision nodes associated with these permutations
as illustrated in Figure(14] In particular, PBFSA uses fuin(.) and fix(.), lower and upper bound functions
on f(.) for offspring of chance nodes. In this paper, we use certain fy,(.) and f..x(.) defined in Equations
(9)-(10), although others could be used. Combined with the fact that our problem has a finite number
of sampling stages, this allows us to independently sample nodes in order to approximate the objective
function. Using concentration inequalities, we can choose the number of samples needed to control the
approximation error.

Since we perform a sampling at each chance node, PBFSA incurs an approximation error at each
chance node. Lemma [5|proves that the total approximation error at the root node is on average the sum
of all approximation errors from the root node to any leaf node. Therefore, consider a node #, then 0, is
the number of chance nodes between n and any leaf node in the decision tree. If the target error is € at
node n, PBFSA “allocates” evenly the remaining error to the next chance nodes, giving €, = é error at
each remaining chance node where sampling occurs.

1
514
1151

n .. .. ..
f(m) £ (uten) X X

Figure 14: Illustration of the sampling rule. In this figure, the smallest batch is batch 1; therefore wy;, = 1,
and there are 6 containers, thus A, = 6. We have A* = 350 0, = 1 and thus ¢,, = €. These values allow us
to compute the number of samples required N, (e,). If Ny(€,) in less than the total number of offspring
|Qy| = Ca,, ! = 3!, then we compute only f(.) for sampled nodes. WFBF54 represents the subset of sampled
nodes colored green and linked with full green arrows, and for which f(.) needs to be computed. Note

PBFSA ;
W ,1.e.,

that |W,f BF SA| = Ny (€,). Orange nodes linked with dashed orange arrows are nodes in Q,, \
there were not sampled and f(.) does not need to be computed, which is represented here by X. Finally,

the approximate value of f(n) is the average of the objective values over all sampled nodes.
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Algorithm 3 PBFSA Algorithm

10:
11:
12:

13:
14:
15:
16:
17:

18:

19:
20:
21:
22:
23:
24:
25:
26:

27:
28:

29:

30:

1
2
3:
4
5

: procedure [f(n)] = PBFSA(n, 1, €)
if A, < S then f(n) = b(n)
else

if nis a chance node then start with W'BFS4 = {}. Let w,,;, be such that A, = C - K, . +1

min

Compute 6, = min {w e {Wmin, .., W} |Z‘$:wmin Cyz Ay — /l*} to gete, = 6£
n

Tt (fmax(n) - fmin(”))z
2¢€2

Compute fyax(n) and fiin(n) from Equations (H)- to get Ny(ey) =
if N;,(e,) < Cy,,,! then
for i=1,...,N,(e,) do
Sample a random permutation, get corresponding n; € 2, and n; < ABSTRACT(11;)
if there is m = n; already in W}PF54 then p!, « p!, + m

else if thereism = n; already in the decision tree then add m to HVP BFSA P = m
else add n; to WPBFSA, pi = N (E and compute f(n;) = PBFSA (n;, I, € — €,)

else

for n; € Q, do n; «— ABsTRACT(n;)

if there exists m = n; already in WFBFSA then p}, < p, + 6—n|

else if there exists m = n; already in decision tree then add m to W} B4

to g/é’BPSA

and py, = ;5
else add »;
Compute f(n) = Y pit fn)
ﬂjEWfBFSA
else 7 is a decision node
if 1, < Cyy then f(n) = A*(n)
else Construct A, by considering all feasible sets of decisions to deliver the target container

, P, = 1o and compute f(1;) = PBFSA (n;, 1, € — €,)

Compute [(n;) for each n; € A,

Sort (n(l), n@y, -1 Anl)) in nondecreasing order of (.)

Compute f(n(1)) = PBFSA (n(l), l, e)

Start with I'?BFSA = {ng))and k =2

while k < |4,| and I(n()) < ' mm {f(n(]))} do ngy < ABsTrRACT(11(1))

-----

if there exists m = n, already in the decision tree then add m to I''2F54
else add ngy to I’ EBF 54 and compute f (n@)) = PBFSA (n(k), I, e)

Updatek=k+1
fon = ron+ min, {fny)

Formally, when 7 is a given chance node, recall that PBFS computes f(n) = | Q N Z f(n;), where

n;,€Qy

each n; € Q, represents one retrieval order (a random permutation) of batch w (if A, = C — Ky, + 1).

Instead, PBFSA computes the number of chance nodes between # and a leaf node denoted by 6,. If € is

the target error at node 7, the algorithm allocates €, = 3~ error for sampling at node 7 and the remaining
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(i.e., € — €,) to its offspring (lines 12 and 17 of Algorithm . Using €, we compute N,(€,) and obtain a
subset ¥, C Q,, from N, (€,) offspring drawn i.i.d. uniformly from Q,,. The important part is to define

f(n) = f(n)| is bounded

- 1
Ny (e,), such that f(n) = A Z f(m) is a “good” approximation of f(n), i.e.,
n mew,
by € on average. Note that if Nj(e,;) > Cy,,,!, we would need to sample more elements than the total

number of offspring of 1, and thus we do not sample (lines 14-17 of Algorithm [3).

PBFSA takes three input arguments, the configuration n for which we want to evaluate f, a valid
lower bound I and an upper bound € > 0 on the total expected “error” ensured by the algorithm. It
outputs f(n), which is a randomized approximation of f(n). Because of the samplings performed in
line 9 in Algorithm [3] the output of PBFSA is random. The average error incurred by the algorithm is
E[|f(n) - f(n)
(Lemma states that PBFSA ensures E [| fn) - f (n)” < €, in other words, PBFSA guarantees an average
error of at most €. The proof of Lemma [5|can be found in Appendix

], where the expectation is taken over the aforementioned samplings. Our main result

Lemma 5. Let n be a configuration with A, > 0 containers, | be a valid lower bound function, and € > 0. If
f(n) = PBFSA(n,l,€), then

E[|f(m) - fm)]] <e.
Sketch of the proof. Lemma [5|is proven by backtracking from leaf nodes to the root node, i.e., consider a
node 7 at level A,, then the proof is done by induction on A,. To show that the expected absolute value
of the error at node # (i.e., f(n) — f(n)) is bounded by €, we actually show that the expected positive and
negative parts of the error are both bounded by €/2, which implies our result.

First, we consider the case where 7 is a decision node and we show that there is no additional error
incurred by PBFSA at such node, i.e., if all the offspring of node n (in I I,ZBF 54 and at level A,, — 1) have the
expected positive and negative parts of their error bounded by €/2 (the induction hypothesis), then the
expected positive and negative parts of the error at node n are also bounded by €/2.

Second, we consider the case where 7 is a chance node, and we show that an additional error is
incurred due to sampling. Using the lemmas proven below, the positive and negative parts of this
additional error are bounded by ¢,/2. Since all the offspring of node 1 (in W}BF54) are decision nodes at
level A, and PBFSA sets a target error of (€ — €,,)/2 for these nodes, then the first part of the proof shows
that the positive and negative parts of the error of each offspring of node n are bounded by (e - €,)/2.
Combining both observations leads to n having the positive and negative parts of its error bounded by
€/2, which proves the lemma. ]

4.1 Hoeffding’s Inequality Applied to the SCRP

To prove this result, we use Hoeffding’s inequality to compute the number of samples to ensure
probabilistic guarantees. We first state the well-known inequality and a direct corollary. Proofs of
Corollary T, Lemma [p| and Lemma [7]can be found in Appendix|[C|

Theorem 1 (Hoeffding’s inequality). Let X € [Xyin, Xmax] be a real-valued bounded random variable with mean
N
= 1
value E[X]. Let N € N and (Xy,...,Xn) be N i.i.d. samples of X. If X = N Z X;, then we have
i=1
—2N§? )

2
(Xmax = Xmin)

¥6>0, P(X-E[X]>0) < exp( (5)
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and

(6)

— _ 2
V(S>0,]P(X—IE[X]<—6)<exp( 2No )

2
(Xmax = Xmin)

Corollary 1. Let X € [Xin, Xmax] be a real-valued bounded random variable with mean value E[X]. Let N € N

2
Tt (xmax - xmin)

N
and (X, ..., XnN) be N i.id. samples of X. If? = l Z X;, then Ye > 0 such that N > , we have
N &= 2¢?
— + €
— < =,
E [(X E[X]) ] : @)
= -1 _ €
— < =,
E [(X E[X]) ] : ®)
where x* = max{x, 0} (resp. x~ = —min{x, 0}) is the positive (resp. negative) part of x.

To use Hoeffding’s inequality, we need to define lower (f,,i,) and upper (fuax) bound functions, such
that for each chance node 7, fin(n) < mgl {f(n))} and fiax(n) > max {f(ny)}.
n;elly, n;elly

Lemma 6. Let n be a chance node, if

Fuin() = min (o), ©)
and

o) = min{ (4, = )T = 1) + (5,1, <1, (2] ] - 1) ma {b(m)}}, (10)
then

fmin(n) < ;relgl {f(nz)} and fmax(n) = ﬂaﬂx {f(nl)} .

Notice that the previous lemma involves computing min {b(n;)} and max {b(n;)}. The following
nieQy n;ely

corollary provides an efficient way to compute these values.

Lemma 7. Let n be a chance node, and wy, € {1,..., W} be such that A,, = C — Ky, + 1 (i.e., the minimum

batch in n). For each Stack s of n with H® > 1 containers, let (ci)hzl IIIII ps be the containers in s, where cf is the

container at the bottom and c3,, is the container at the top (see Figure|11} for the case H = H®). Finally, consider

C’Z]min = {Cz = mein/ h = 1/ L ,HS} . Then we htZZ)e
1 {cz = Erllinh {Cf}}
min {b(n;)} = Z H -G, — Z p o , (11)
nle n
=1,.... h=1,...,H*
SH5>1 CZ;&mem Z 1 {Cz = Cf}
i=1
and
1 {CZ = I?inh {cf}}
max {b(n)) = Y [H' - e 12
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Non-uniform case. Similar to the blocking lower bound, we can extend Lemma [7| to the case where

probabilities are not uniform across retrieval orders. Recall that g denotes the probability that c; is the

first one to be retrieved among the ones positioned below in its stack and with the same label. Then we

have

and

mptbn= ¥ (-G ¥ aefe= min ().

,,,,,

s=1,..,S h=1,...,H®
g :
Hs>1 ¢ #Kao,,.

5 Computational Experiments

Having introduced lower and upper bounds, PBFS, PBFSA, and theoretical guarantees in previous

sections, we present several experimental results in this section to understand the effectiveness of our

algorithms for the SCRP. For clarity, we refer to the set of instances from Ku and Arthanari| (2016) as the

existing dataset. We present four sets of experiments:

1.

Based on instances from the existing dataset, which have relatively small batches, we test the PBFS

algorithm, as well as the two new heuristics and our lower bounds.

We slightly modify the existing dataset to obtain the modified dataset, in order to obtain instances
with relatively larger batches. We test the efficiency of PBFSA on this modified dataset.

. Based on the existing dataset, we show that PBFS improves on the algorithm proposed in |Ku and

Arthanari (2016) for the online model. Moreover, the two new heuristics (EM and EG) outperform
the ERI algorithm on expectation for the majority of the instances in the dataset.

. We change the existing dataset by considering that all containers belong to a unique batch. We

show strong computational evidence to support Conjecture |1, which states that the leveling policy
is optimal for the SCRP under the online model with a unique batch.

All experiments are performed on a MacBook Pro with 2.2 GHz Intel Core i7 processor and 8.00 GB of

RAM, and the programming language is MATLAB 2016a. Finally, all results and instances used in this

section are available at https://github.com/vgalle/StochasticCRP.

Implementation of heuristics.

1.

Computing the number of relocations using b when there are S containers or less: In the retrieval
process, when there are S containers or fewer remaining in the configuration, the expected
number of relocations performed by ERI, EM, EG, and L is computed using b. This is motivated
by the following observation: ERI, EM, EG, and L are optimal when there are S containers or
fewer remaining in the configuration, and Lemma [3{ shows that the optimal expected number of
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relocations in this case is equal to b. Therefore, for all heuristics (except Random), instead of running
simulations until there are no containers left, we stop when there are S containers left and compute
the expected number of relocations using b instead.

2. Estimating the expected number of relocations using sampling: To estimate the exact objective
value for a given heuristic, one would have to consider all possible retrieval scenarios. Instead, for
each heuristic unless specified otherwise, we report the average over 5000 samples (of retrieval
orders) for each instance, where samples are uniformly drawn at random.

Existing dataset description. The full description of the dataset can be found in Ku and Arthanari
(2016), and the original data set is available at http://crp-timewindow.blogspot.com. Note that:

e Configuration sizes vary from T = 3,...,6 tiers,and S = 5, ..., 10 stacks.

e Two occupancy rates are considered, 50 and 67 percent. The occupancy rate (u € [0, 1]) is defined
such that the initial number of containers is C = round (u x S X T), where round(x) rounds x to the
closest integer. Therefore, a given triplet (T, S, u) is equivalent to a given triplet (T, S, C), and note
that if C = round (0.67 X S X T), the condition 0 < C < ST — (T — 1) is satisfied.

¢ Given a configuration size (T and S) and an occupancy rate (u) resulting in a given initial number
of containers (C), the dataset includes 30 different initial configurations.

e For all 1,440 instances, the ratio between the number of batches and C is taken to be around half,
i.e., there are on average two containers per batch, which is the smallest size for a batch.

In all our experiments, the time limit is set to an hour, and the first look-ahead lower bound b is
used as input for both PBFS and PBFSA. All instances are solved by heuristics and lower bounds within
seconds or less.

5.1 Experiment 1: Batch Model with Small Batches

Tablegives a summary of the results as follows: ¢ indicates that all 30 instances are solved optimally
by PBFS. In this case, the average solution time to solve these instances is given in seconds. Otherwise,
the number of instances solved optimally is provided in red and in the form x/30. This table shows the
efficiency of PBFS as it can solve all instances except two, for T = 3 and T = 4. Most important, the
average time to solve these instances is under 10 seconds for these problem sizes. Since many ports
today have a maximum tier requirement of 4 and need fast solutions, PBFS could be used in practice in
the case of small batches. However, for T = 5 and T = 6, PBFS cannot solve all instances optimally in a
timely manner. This suggests that, as the problem grows slightly, given instances become very hard to
solve, which should not be a surprise, given the NP-hardness of the problem. To avoid such situations
in real operations, heuristics can be used to provide a “good” suboptimal solution (good in the sense of
being not too far from optimality). Therefore, we want to evaluate the performance of these heuristics in
order to know which one should be used in real operations.

We measure the performance of heuristics and the tightness of lower bounds in Tables [5| and [6|
Concerning lower bounds, b encompasses a significant number of relocations. Adding unavoidable
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T 3 4 5 6
Fill rate 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent

C 8 10 10 13 13 17 15 20
Solved v v v 4 v 28/30 v 15/30
Time (s)  0.01 0.02 0.03 0.12 0.17 5.17

6 c 9 12 12 16 15 20 18 24
Solved v v v v 4 25/30 v 14/30
Time (s)  0.01 0.03 0.04 0.86 2.90 15.94

7 C 11 14 14 19 18 23 21 28
Solved v v v v v 24/30 23/30 5/30
Time (s)  0.02 0.04 0.04 0.83 1.37

8 C 12 16 16 21 20 27 24 32
Solved v v v v v 20/30 22/30 5/30
Time (s)  0.01 0.06 0.16 10.04 6.84

9 C 14 18 18 24 23 30 27 36
Solved v v v v 29/30 10/30 19/30 2/30
Time (s)  0.03 0.10 0.37 8.84

10 C 15 20 20 27 25 34 30 40
Solved v v v 28/30 29/30 12/30 22/30 2/30
Time (s)  0.03 0.10 0.54

Table 1: Instances solved by PBFS in the batch model with small batches.

“bad” relocations in by and b, improves the lower bound slightly. But experiments seem to confirm that
ba(n) — bi(n) < bi(n) — b(n) holds, supporting our intuition that the relative increase of lower bounds
br(n) — by_1(n) decreases with k.

Concerning heuristics, EG and EM clearly outperform ERI as they result in lower expected numbers
of relocations. When we have access to the optimal solutions, both heuristics are on average at most
2 percent more than the optimal solution. We expect this behavior to be similar for larger instances,
however we only have access to lower bounds to evaluate their performances. In this case, heuristics are
on average at most 11 percent more than b,, hence at most 11 percent from the optimal solution (even
though we believe that this number is very conservative, as our lower bounds are not “tight”). Therefore,
both EG and EM appear to be good solutions for the SCRP under the batch model with small batches. In
this case, we recommend using EM for its simplicity of implementation and its understandability.

5.2 Experiment 2: Batch Model with Larger Batches

5.2.1 Modifying existing instances

For the sake of reproducibility, we use the existing set of instances, but slightly modify it to consider
larger batches. In order to create these instances, for each original instance #, consider n” with the same
containers in the same configuration. But, if w is the batch of a container c in n, then we take the batch
of cinn’ tobe w’ = [g-l, where y > 1, i.e,, we merge y batches together. In these experiments, we take
y = 2, which implies that batches have an average size of four.
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T 3 4 5 6
Fill rate 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent

C 8 10 10 13 13 17 15 20
Solved v v v 4 v 21/30 v 3/30
Time (s)  0.08 0.29 0.14 455 3.20 72.70

6 c 9 12 12 16 15 20 18 24
Solved v v v v v 18/30 27/30 1/30
Time (s)  0.08 0.47 0.25 126.37 14.74

7 C 11 14 14 19 18 23 21 28
Solved v v v 29/30 v 9/30 14/30 0/30
Time (s)  0.13 0.71 0.58 17.74

8 C 12 16 16 21 20 27 24 32
Solved v v v 28/30 29/30 6/30 17/30 1/30
Time (s)  0.08 1.67 1.26

9 C 14 18 18 24 23 30 27 36
Solved v v v 26/30 25/30 5/30 15/30 0/30
Time (s)  0.13 1.49 1.47

10 C 15 20 20 27 25 34 30 40
Solved v v v 22/30 29/30 7/30 14/30 0/30
Time (s)  0.17 0.79 3.10

Table 2: Instances solved by PBFSA in the batch model with larger batches.

5.2.2 Target error €

To set our target error, we consider the following. Let 1y be a given instance, and set € = b(g‘)). In

f(no)
2

this case, we know that € < , which implies that we are making an error of at most 50 percent. Note
that this error is very conservative due to two major things: first, b(no) is not necessarily representative
of f(ng), especially if ny has many containers. Second, the number of samples given by Hoeffding’s
inequality is also very conservative, probably making our approximation substantially more accurate

than what we can theoretically prove.

5.2.3 Results

Results are summarized in Table 2| Similarly to Table ¢ indicates that all 30 instances are solved
approximately by PBFSA within the given expected error. In this case, the average solution time to
solve these instances is given in seconds. Otherwise, the number of instances solved is provided in red
and in the form x/30. This table shows that PBFSA presents several advantages. First, it solves most of
instances with T = 4 and S < 9 approximately within two minutes, while we note that PBFS was not
able to solve most of these. Moreover, as can be seen in Tables [ﬂ and (8| PBFSA still outperforms the best
heuristics despite the fact that we only set the theoretical guarantee to 50 percent of optimality. Together,
these two advantages show the practicality of PBFSA for problem sizes typically encountered in real
ports. Moreover, we note that increasing the batch size appears to make the problem significantly more
complicated to solve as we can solve optimally larger instances in Experiment 1 (see Table([). Finally, we
remark that similar conclusions of Experiment 1 can be drawn for lower and upper bounds (see Tables|7]
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and [8).

5.3 Experiment 3: Online Model and Comparison with Ku and Arthanari (2016)

Table 3| gives a summary similar to the two previous experiments. In addition, we report the results
of Ku and Arthanari (2016) who set a time limit of eight hours for each instance. In this table, /() indicates
that all 30 instances are solved optimally by both PBFS and Ku and Arthanari| (2016). In this case, the
average solution time in seconds to solve these instances is given for PBFS and for |Ku and Arthanari
(2016) in parentheses. ¢ indicates that all 30 instances are solved optimally only by PBFS but not by Ku
and Arthanari (2016). In this case, only the average solution time to solve these instances with PBFS is
given in seconds. Otherwise, the number of instances solved by PBFS is provided in red and in the form
x/30.

T 3 4 5 6
Fill rate 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent

5 C 8 10 10 13 13 17 15 20
Solved V() 4 V() v VW) 28/30 4 18/30
Time (s) 0.01 (0.02) 0.02 0.01 251) 0.09 0.16 (2483.30) 3.74

6 C 9 12 12 16 15 20 18 24
Solved V() v ) v 4 25/30 v 15/30
Time 0.01 (0.01) 0.04 0.06 (139.08) 0.81 1.85 14.92

7 C 11 14 14 19 18 23 21 28
Solved ) v ) v v 24/30 23/30 5/30
Time (s) 0.02 (0.33) 0.04 0.04 (207.62) 0.67 1.38

8 C 12 16 16 21 20 27 24 32
Solved VW) v 4 v v 20/30 22/30 5/30
Time (s) 0.01 (0.33) 0.05 0.10 8.29 5.85

9 C 14 18 18 24 23 30 27 36
Solved ) v v v 29/30 10/30 19/30 2/30
Time (s) 0.02 32240 0.09 0.38 7.26

10 C 15 20 20 27 25 34 30 40
Solved V) v v 28/30 29/30 12/30 16/30 2/30
Time (s) 0.03 58.85)  0.08 0.52

Table 3: Instances solved by PBFS and Ku and Arthanari|(2016) in the online model with small batch.

Results show strong evidence that our solution significantly improves the best existing results for the
SCRP under the online model, given that we solve many larger instances optimally. Furthermore, it also
outperforms the most recent algorithm in solution time for the problem sizes it can solve. It appears that,
for problems for which we can solve all (or almost all) instances, most instances are “easy” to solve as the
algorithm finds a solution within seconds. However, as in the batch model, there exist some instances for
which the optimal solution still requires an exponential number of nodes, which makes our algorithm
not tractable.

In Tables[9]and [10} we also report in parentheses the averages for ERI and Random found by Ku and
Arthanari (2016). The results for Random are consistent. However, we find significantly better results for
our implementation of ERI. This is unexpected since the only difference between the two implementations
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is the use of lower bound b, when the configuration has fewer than S containers remaining. Nevertheless,
ERI should also be optimal in this case, as it reduces to heuristic L. So this should not affect the expected
number of relocations, and we cannot explain this difference. Finally, we point out that the results are
quite similar to those in Experiment 1. Indeed, the existing data set has relatively small batches (on
average 2 containers), which inherently makes the two models, batch and online, very close to each
other.

5.4 Experiment 4: Online Model with a Unique Batch

T 3 4 5 6
S Fill rate 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent 50 percent 67 percent
C 8 10 10 13 13 17 15 20
PBFS 2.08 3.33 3.54 6.53 6.56 12.05 9.13 17.28
L 2.08 3.33 3.54 6.52 6.57 12.06 9.14 17.29
6 C 9 12 12 16 15 20 18 24
PBFS 2.10 4.04 423 8.02 7.01 13.48 10.73 20.13
L 2.10 4.04 423 8.02 7.01 13.48 10.73 20.13
7 C 11 14 14 19 18 23 21 28
PBFS 2.69 4.60 4.82 9.55 8.58 14.75 12.22 23.14
L 2.69 4.61 4.82 9.55 8.58 14.74 12.22 23.14
8 C 12 16 16 21 20 27 24 32
PBFS 2.61 5.19 5.51 9.96 9.12 17.75 13.83 -
L 2.62 5.19 5.51 9.95 9.12 17.75 13.83 26.04
9 C 14 18 18 24 23 30 27 36
PBFS 3.31 5.72 6.10 11.58 10.89 19.15 - -
L 3.31 5.72 6.10 11.58 10.89 19.14 15.40 28.84
10 C 15 20 20 27 25 34 30 40
PBFS 3.36 6.38 6.68 12.98 11.13 22.07 - -
L 3.36 6.38 6.67 12.99 11.13 22.06 16.87 31.77

Table 4: Instances solved with PBFS and heuristic L in the online model with a unique batch.

In this experiment, we consider the existing dataset, but assign all containers into a unique batch
(W = 1). We consider the SCRP under the online model, where containers are revealed one at a time.
Note that, in this case, each container is equally likely to be retrieved, and it is equivalent to know
no-information about containers relative retrieval order. For each instance, we solve it twice: first using
PBFS, and then using heuristic L, for which we sample 10,000 scenarios (this is different from the 5000
samples considered in previous experiments). We report the results in Table {4l In this table, for each
problem size, we report the expected optimal number of relocations averaged over 30 instances. “-”
means that all 30 instances could not be solved optimally with PBFS within the given time limit of an
hour. Note that the expected number of relocations using heuristic L reported in this experiment might
be less than the one of PBFS; this is only due to the fact that we are sampling. Intuitively, L should be
the optimal solution in this setting, and this experiment shows strong evidence that the next conjecture
holds.
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Conjecture 1. Consider a configuration n with a unique batch. Let f°(n) be the minimum expected number of
relocations to empty n under the online model, and let f*(n) be the expected number of relocations performed by
the leveling heuristic under the online model, then

fo(n) = ft(n). (13)

This conjecture could also be made in the dynamic case, when containers arrive to be stacked. These
results would have important ramifications for port operations, namely: the optimal policy to minimize
relocations, when no information is given in advance, is leveling configurations.

6 Discussion

Managing relocation moves is one of the main challenges in the storage yard of container terminals,
because it directly affects the costs and efficiency of yard operations. The container relocation problem,
notorious for its computational intractability, addresses this issue. In this paper, we extend the CRP to
the more practical case in which the retrieval order of containers is not known far in advance. First,
we introduce a new stochastic model, called the batch model, show the applicability of this model,
and compare it theoretically with the existing model of |[Zhao and Goodchild| (2010). Then, we derive
lower bounds and fast and efficient heuristics for the SCRP. Subsequently, we develop two novel algo-
rithms (PBFS and PBFSA) to solve the stochastic CRP in different settings. Efficiencies of all algorithms
are supported through computational experiments, for which all results are made available online at
https://github.com/vgalle/StochasticCRP. Finally, using our solution methods and based on extensive
experiments, we conjecture the optimality of the simple leveling heuristic in the online stochastic setting.
More generally, the methods developed in this paper apply to multistage stochastic optimization prob-
lems, where the number of stages is finite, the set of feasible actions at each stage is finite, the objective
function is bounded, and bounds on the objective function can be easily computed.

Future work could include the proof of Conjecture(ll Important future work can also be done on the
optimal design of time windows for a TAS. On the one hand, small time windows imply more information
on the retrieval sequence, hence higher operational efficiency of port operators. On the other hand, large
time windows insure higher flexibility for truck drivers and a high rate of on-time arrivals. To balance
this trade-off, one would need to quantify two important metrics with respect to the expected number
of relocations: the “value of information” and the assignment of containers to “wrong” batches. Finally,
in the grand scheme of port operations, the study of stacking and retrieving simultaneously, as well as
the extension in the row dimension of blocks, is important for future studies of operations to take into

account.
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A Theoretical and Computational Comparison of the Batch and the Online
Models

A.1 Theoretical Comparison: Proof of Lemma

Lemma 1. Let y be a given initial configuration, then we have

fy) < f ).

Proof. We prove this lemma by induction on the number of batches W. The lemma clearly holds if y is
empty (i.e., W = 0). Now consider W > 1 and C; > 1. For the sake of clarity of the proof, we define the

following notation:

CiCd g
>

y
d %o0d ifds1,Vke{l,...,d-1
vde(l,...,C), | k) T RO €fl,...,d-1) ”
xk - yk—d+2’ VkE{d,...,C}
v S Vkeld+1,...,Ch

These notations correspond to the following process: the first d containers to be retrieved are all revealed
at once. Then decisions to retrieve these d containers are made. Afterwards, each of the C — d remaining
containers is revealed one at a time (as in the online model). Under this revelation process, the minimum

expected number of relocations is given by

d
Lo {E )

k=1

, VdE{l,...,Cl}.

Moreover, using the recursion formula from the online model, we have
f(¥)=E [rrgn (r(x0) + 7 (A))]

In particular, by definition of the online model, we have f° (y) = f! (v).
Using these relations, let us prove that

Ay <fy), Ydel2,...,Cl. (15)
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Letd € {2,...,Cq}, we have

d
f1y) = E_|min {;f(%)ﬁ" (yg)}}
- E |E
Gl »Cd

o {“E“ {,de )+ £ (yg)}}” (16)
{i )+ f (yi'l)}w 17)
"L E mm {d_l () + B minfr () + £ (yé‘l)}]}} 18)

P )+ £ (yi-l)}} = [ (y),

where the equality holds since xz‘l for k € {1,...,d — 1} does not depend on a; and (4. Finally, the
inequality holds because we have E[min {Z,...,Z,}] < min{E[Z,...,Z,]} for any Z, ..., Z,, random

ClyeesCa1 |14 1
| k=1

variables. Note that we changed xi in xi‘l and yg in yg‘l. This change is necessary to stay consistent
with the definition of Equation (14). Indeed, the order between the expectations and the minimums in
Equation implies that the process of the first d retrievals corresponds to

Gl g M 4 @ A4-1_ 4 % 4
e e I e Y

whereas the order between the expectations and the minimums in Equation (17) corresponds to the
following process for the first d retrievals:

Cola1 41 M _4-1 @ a1 g-1 G _4-1 4. 4-1
y——— X DX S ...y, X Sy .

Recall Equation (1) and apply it with w = 1 (note that K; = 1 thus K; + C; =1 = () to get

Cy
,min {Z r(x) + f (yz)}] :

""" k=1

f(y) B C],.]-]E(ZCC

1

By induction, for all configuration y, with W — 1 batches we have f (y2) < f° (y2), thus

Cq C
R, {Z“xw " W} R, {Z )+ s (y?)}} =7,

= [E
f (y) C1uley =TT Gl |

-----

where we replaced x; by xlfl and y, by ygl because, on the right-hand side of the inequality, the revelation
process after the first C; containers is the online model. Finally, since f° (y) = f! (y), by applying Equation
for each value of d € {Cy, ..., 2}, we complete the proof as

fOSOW<fT W< <P W= W)
O

As a final remark, Lemmall|is tight in the general setting. Indeed, there exists an initial configuration
y for which f(y) = f°(y). For instance, consider the configuration in Figure [fa, then we have f(y) =
fo(y) = 13/6.
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A.2 Computational Comparison

There also exist configurations for which f(y) < f°(y). The difference between these two values
represents the value of taking into account available information (if possible).

To show a positive difference, we could have compared Experiments 1 and 3. However, since the
average batch size is two, these experiments do not show a positive difference between both models.
Another possibility would have been to use the instances from Experiment 2. However, as we previously
mentioned, such instances are hard to solve optimally and not approximately.

Instead, we consider another set of simpler instances randomly generated: 100 instances with T = 4
tiers, S = 4 stacks, and C = 12 containers. Each instance has W = 3 batches and each batch has C,, = 4
containers (for w = 1,2,3). We solve each of these 100 instances under the batch and the online models.
The code and detailed results are available at https://github.com/vgalle/StochasticCRP. We are especially

fO-f0

interested about x 100, which reveals the percentage difference of relocations between the

batch and the online models.

On average over the 100 instances, the optimal expected number of relocations under the batch model
is 6.526 and under the online model 6.61, hence giving a difference of 0.084. We observe here that this
difference represents more than 1.287 percent of the optimal solution under the batch model, which is
quite significant considering the fact that heuristic EM experimentally lies within 2 percent above the
optimal solution. In addition, we noticed that for 25 of these instances, this difference was more than 2
percent with a maximum of about 4 percent (see Figure|15a).

0 0.5 1 1.5 2 25 3 35 4 0 2‘ “1 ? 8‘ 1?

| e + e -

15hT=4,5=4,C=12, W=3and C, =4 [5bT=45=4C=12,W=2and C, = 6
(forw =1,2,3). (forw =1,2).

Figure 15: Distributions of percentage difference between the batch and the online models from 100
randomly generated instances.

We also consider 100 instances for which T =4, S = 4, and C = 12, but now W = 2 and each batch
has C, = 6 (for w = 1,2). Figure shows that this relative difference appears to increase when the
batch size increases. Indeed, the average difference is about 4.251 percent (batch: 6.751, online: 7.038,
difference: 0.287), with 25 instances having a difference of more than 5.3 percent.
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B Proof of Lemma

Lemma 5. Let n be a configuration with A, > 0 containers, | be a valid lower bound function, and € > 0. If

f(n) = PBFSA(n,l,€), then
E[|f(n - fon)] <e.

Proof. The proof is by induction on A,. Throughout the proof, we use the same notations as the ones
introduced in Algorithm We say that f verifies Conditions (A) and (B) atnode n, if it verifies respectively
the first and second inequalities below:

E|(fon - fm)"| < § and [ () - fm) | < 5.

Note that if f verifies Conditions (A) and (B) at node n, then [E H f (n)—f (n)” < €, which would prove the
lemma. Given € > 0, and [ a valid lower bound, the induction hypothesis is:

If f (n) = PBFSA(n, 1, €), then f verifies Conditions (A) and (B) at node n.

First, if A, < S, then f (n) = b(n) = f(n), and therefore, f verifies Conditions (A) and (B) at node n. In
this case, f(n) is actually deterministic since no sampling is performed by PBFSA. From now on, consider
n such that A,, > S.

Analysis of error at decision nodes

Let n be a decision node such that f(n) = PBFSA(n,l,e) and A, > S. First, if S < A, < Cy,
then f (n) = A*(n) = f(n), hence f verifies Conditions (A) and (B) at n.
If A, > max{S, Cy}, consider i = argmin {f(ni)} and n* = argmin {f(n;)}. Note that f(n)—f(n) =

'rl,'EFEBFSA VliGAy,
f (71))— f(n*) almost surely (a.s.), and by definition, 7iand n* areboth such that A; = A,- = A,—-1 < A,,.
Consider the following measurable event:

&={fn) - fn) = f(m) - f(r") > 0} (19)

e Conditioned on &, we have (f(n) — f(n))_ =0a.s., thus

B[ (00 - ) | &] =0 20)

Now let us show that conditioned on &, n* € I''¥54 4.5.; we suppose by contradiction that

a.s. n* ¢ IPBESAIf k = [[PBFSA| then k < |A,| a.s., and nllink{f(n(j))} < l(n(k+1)) a.s. By
=1,

definition f (1) = min { f(n(j))} so f (i) <1 (n(k+1)) a.s. Since n* ¢ I'"PF54 then there exists
j=1,...,

ke {k+1,...,|A.} such that n* = ng. Since (n(z-)) are ordered by nondecreasing

S
i€f1,...|1Anl}
[(.), we have [ (n(k+1)> < I(ngy) = 1(n*). Therefore f (i) < I(n*) a.s.; but, conditioned on &,

f (@) > f(n*) > 1(n") a.s., which leads to a contradiction. Thus conditioned on &, n* € I''BF54
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a.s.. Therefore, we have f(n*) = PBFSA(n",1,€). By induction, f verifies Condition (A) at
node 1%, thus
~ + €
)= f(n” < = 21
E|(for) - )| < 5 1)
Finally, since i = argmin {f(ni)} and n* € TEPFSA then f(i1) < f(n*) as., so we have

n;e[PBESA

f(in f(n) f(n*) = f(n*) a.s. Consequently, we have (f(n) —f(n))Jr = (f(ﬁ) —f(n*))Jr <
(for

- f( )) as., resultmg in
E| (700 - )| &] < | (o) - ro))" | €], )
e Conditioned on &, we have ( f (n)—f (n))Jr =0a.s., thus

E [( fo - )’ | é] 0. (23)
Moreover, by definition 7i € I'"P4 gs., and f(71)) = PBFSA(i,l €), thus the induction
hypothesis can be applied to 7i. In particular, we have
E|(fon - fm) | <. 4)
Finally, it is clez_ir that f(71) > f(n_*), then f(i1) — f(_n*) > f(#1) — f(#1) a.s., which is equivalent
to (f(n) = f(m)) = (f) - (")) <(f(A) - f(#)) as., resulting in

E| (o0 - o) | E| <E|(Fm) - r)) | E]. 25)
Finally, note the following observation: Let Y > 0 a.s., and ¥ be measurable, then we have

E[Y| F]1P(F) <E[Y] and E[Y| F|P(F) < E[Y].

Now we can derive

~ + ~ + o o\ €
E| (o - rom)”| = E[ (Fon - )| &| P @) < E| (o) - )| &| P @) < B () - r))| < 5,
where the first equality comes from Equation (23), the first inequality uses Equation (22), the
second one holds thanks to ( f (n)—f (n’*))Jr > 0 a.s., and the last one is Equation . Therefore,

f verifies Condition (A) at node 7.
Similarly, we have

€

E[( Fin) - f(n))_] - E [( f - )| E]]P(E) <E [(f(ﬁ) - f)"| 5]11’( [(f ()~ f() ] <%

where the first equality comes from Equation (20), the first inequality uses Equation (25), the
second one holds thanks to ( f)y— f (fz)) > 0 a.s., and the last one is Equation . Therefore,
f verifies Condition (B) at node n.
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Therefore, we have proven that if n is a decision node with A,, > S, f verifies both Conditions
(A) and (B) at node 1, which proves the lemma for decision nodes.

Analysis of error at chance nodes

If n is a chance node such that f(n) = PBFSA(n, L), and A, > S. Let us define f(n) =
py f(n;), and show that

n; e1][/yl"l~3FSA

€—€,

E[(fon - Fom) | « 52 and () - Fom) | < 52 (26)

Recall that Vn; € WPPFS4, A, = A,, and n; are decision nodes such that f(n;) = PBESA(n;,1, € —
€—€,

€,). Therefore, using the previous result, we know that IE[( f(nl-) - f(ni))+] < and

E|(fon) - fon) | <

E|(fon) - Fo) | =

[ Y, pa(fon) - fn)]

AR fn))}

n; eq/PBFSA n; elIIPBFSA
€E—€, €—¢€,
= Y mE|(fe- o) |< Y mSE =S
HiEW,{)BFSA n; EIIIPBFSA

Similarly, we have

| (7 - Fo) |

Pl (flmi) - f(m)ﬂ

n; EII/VII’BFSA

=E [ AR f(m))]
o €E—€, €—¢€,

-y pZi]E[(f(”i)—f(”i))_]< Y, =

niell/rll’BFSA niE[p}fBFSA

which proves Equation (26).
If Ny(en) > Cy,, !, then f(n) = f(n) so f(n)— f(n) = f(n)— f(n)a.s., and since =% < §,Equation
implies that f verifies Conditions (A) and (B) at node n.
2
Tt (fmux(n) - fmin(n))

Otherwise, wehave N, (¢,) < Cy,,, !- Since WFBF54 is constructed using N, (€,) = Y
€
samples, thus by using Corollary [1, we have '

E|(Fon - o) | < 5 and B[ (Fon - o) | < 2 27)
By combining Equations and (27), we have

E[ (7 - fn) | < E[(00 - Foo) |+ £ [Foo - f00) | « 52+ 5 = 5
Bt s | < |70 T | |G s |« 5+ 5 =5
which shows that f verifies Conditions (A) and (B) at node n and concludes the proof. O
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C Technical Proofs of Section 4.1

Corollary 1. Let X € [Xin, Xmax] be a real-valued bounded random variable with mean value E[X]. Let N € N

N 2
_ 1 .
and (X1, ...,XN) be N i.id. samples of X. If X = N Z X, then Ye > 0 such that N > M

> , we have
i=1 2e
— + €
E [(X - E[X]) ] <3 )
- -1 €
B|(X-Ep) | <5, ®)
where x* = max{x, 0} (resp. x~ = —min{x, 0}) is the positive (resp. negative) part of x.

Proof of Corollary For the first result, define A = ()_( -E [X])Jr = (X -E [X]) 1 {X -E[X] > O}. Note
that A is a nonnegative random variable, and Yo > 0, {A > 6} = {?— E[X] > 5}. Let F, denote the
cumulative distribution function of 4, thus, using Equation , 1-F4(0) =P(A>0)=TP (X -E[X] > 6) <

exp (%), which gives

E[A] = ) (1=FA(8))do < foo exp(i)dé

6=0 6=0 (Xmax — xmin)z
_ (xmux - xmin) foo exp(—uz)du _ \/%(xmux - xmin) < E
V2N =0 2V2N 2

Xmax—Xmin

The proof of the second result is identical to the first one if we consider A’ = (X— IE[X])_
(E[X]-X)1{E[X] - X > 0} and notice that ¥5 > 0, {4’ > 6} = {X—E[X] < -5}, hence 1 — Fu/(5)

N

exp (ﬁ) using Equation (@) m]
Lemma 6. Let n be a chance node, if
fmin() = min {b(n)}, ©)
and
o) = min{((An =) (T = 1) + (min(s, Ay} = 1), (2[ ] - 1) max {b(m)}}, (10)
then

fmin(n) < ,?;gl {f(nz)} and fmux(n) > ilin%x {f(”z)} .

i€y i€y
Proof of Lemmal6] Since b(n;) < f(n;), then we have fyi,(n) = mgl {b(n;)} < lel’l {f(n)}.
niey, nielly

By definition, fy.x(1) is the minimum of two valid upper bounds. The first one comes from a basic

observation. If there are A,, containers remaining to be retrieved in n, consider two cases:

e If A, > S, take the r'" retrieval. If S < r < A, then in order to perform this retrieval, there are at
most T — 1 containers blocking the target container so at most T — 1 relocations are needed. When S
or fewer containers remain, each container (except the lowest one) is at most relocated once, hence
we need at most S — 1 relocations. Combining these two facts, the maximum number of relocations
is bounded by (A, = S)(T-1)+(S—1) = (A, — S) (T = 1)) + (min {S, A} — 1).
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e If A, < S, we know that f(n;) = b(n;)) < Ay — 1= ((A, = S)(T = 1))" + (min {S, A,} — 1).

This shows the validity of the first upper bound.

For the second upper bound, Zehendner et al|(2017) prove that, in the online case with a unique
batch, the number of relocations performed by the leveling heuristic (L) is at most (2 [%1 - 1) B, where B
is the number of blocking containers. Since L is not using any information about batches (only the height
of stacks), this result holds for both batch and online models with any number of batches. Let n; € Q,,
using this result and taking expectation over the retrieval order of containers not unveiled in n; yet, we
have f(n;) < fr(n;) < (2 [%-I - 1) b(n;). By taking the maximum over all n; € Q,, the latter inequality
results in the second upper bound. m]

Lemma 7. Let n be a chance node, and w,,;, € {1,..., W} be such that A, = C — K + 1 (i.e., the minimum

Winin

batch in n). For each Stack s of n with H® > 1 containers, let (€ n=1,.. 1 be the containers in s, where cj is the

container at the bottom and c3,; is the container at the top (see Figure|11} for the case H = H®). Finally, consider

Sy = {cz = Kuw,,;,» h = 1,...,HS}. Then we have

Wiin —
1 {CZ = rrllinh {cf}}
. s s 3 i=1,...,
min {b(n;)} = 125 B =G = 1ZH - : (11)
s=1,.., =
HS>1 ¢ #Ka,, Z 1 {CZ = Cf}
i=1
and
1 {CZ = ‘n?inh {cf}}
i=1,...,
s —_—
max (b(n)} = ), |H (12)

Proof of Lemma E} Let nbe a chance node, and n; € Q2,, one of its decision offspring, such that all containers
in batch w,,;;, have been revealed. Recall that b(n;) = Z b*(n;), where b°(n;) is the expected number of
S

s=1,...,
blocking containers in Stack s. First, for each Stack s such that H® = 0, b°(n;) = 0. Hence b(n;) = Z b*(n;).
s=1,...,S
He>1

For each Stack s such that H®* > 1, consider the containers in this stack (cf.)izllmle. Since all containers
labeled Ky, , i.e., from batch w,,;,, are known in n;, we can write

b*(n;) = Z r [cfl is blocking in ni] = Z 1 {Cfl is blocking in ni} + Z P [CZ is blocking in ni] .

h=1,..., Hs h;] ..... H® h‘=1,...,HS
C;:mein C:l’zinmin

Fixhe{l,...,H®} and CZ # Ky,,,, then the proof of Lemmauses the fact that IP [CZ is blocking in ni] =

min’
1 cz = min {cf
1 i=1,..,h
_ . :
L 1=}

}. Finally, it is clear that 0 < Z 1 {CZ is blocking in ni} < Ciumm. Therefore, we can

h_mein

get the corresponding formulas. As a final remark, note that each of these bounds is tight. Indeed,
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consider the offspring of n, in which all containers in batch w,,;,, are in the decreasing (resp. increasing)
order of retrieval from top to bottom, then this offspring has no (resp. C;, . ) blocking container(s). m|
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D Computational Experiments Tables

Lower bounds PBFS Heuristics
S T b b1 by EG EM ERI L Rand.
5 3 8 1.64 1.66 1.66 1.70 1.70 1.70 1.70 182 234
4 10 288 296 299 3.11 311 313 314 351 462
5 13 461 488 5.01 5.32 540 538 557 6.17 8.00
6 15 628 6.64 7.06 7.59 785 7.81 809 941 1235
6 3 9 1.68 1.69 1.69 1.74 1.76 174 174 184 243
4 12 354 361 3.63 3.68 369 3.68 368 411 559
5 15 537 557 5.68 591 597 594 6.01 721 955
6 18 719 752 7.68 8.23 838 829 863 10.05 13.53
7 3 11 282 286 288 2.88 288 288 289 296 4.12
4 14 397 406 4.10 4.16 417 417 420 465 647
5 18 649 6.65 6.74 6.97 705 7.00 707 846 1127
6 21 882 921 951 - 1040 1035 10.76 1247 17.69
8 3 12 229 230 230 2.31 231 231 231 243 3.23
4 16 4.68 473 475 4.82 483 4.83 4.83 541 748
5 20 720 742 754 7.85 796 793 8.06 932 1344
6 24 952 985 10.09 - 11.10 1099 11.34 1329 19.28
9 3 14 298 298 298 3.00 3.00 301 3.00 319 454
4 18 563 571 571 5.73 573 5.73 5.73 652 9.29
5 23 858 8.69 877 - 9.05 9.02 9.12 1116 15.57
6 27 10.38 10.78 10.98 - 11.59 11.58 11.76 14.62 20.93
10 3 15 3.18 3.18 3.8 3.19 319 320 320 327 475
4 20 6.20 623 6.23 6.28 630 628 6.28 698 1041
5 25 9.10 9.37 9.39 - 960 9.60 973 11.38 16.64
6 30 1191 1228 12.44 - 13.01 12,92 13.15 1593 23.40

Table 5: Results of experiment 1: Performance of PBFS, heuristics, and tightness of lower bounds for a
fill rate of 50 percent in the batch model, in the case of small batches. Bold numbers highlight the best
heuristic for a given problem size.
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Lower bounds PBFS Heuristics

S T C b b1 by EG EM ERI L Rand.
5 3 10 283 297 3.01 3.08 3.08 3.08 311 333 416
4 13 469 497 5.09 5.58 569 564 575 650 822
5 17 758 852 892 - 1044 1048 11.04 1223 15.27
6 20 9.69 10.79 11.46 - 14.53 14.65 1577 18.47 2293
6 3 12 360 370 372 3.89 3.89 390 390 432 554
4 16 620 659 6.78 7.28 741 745 761 855 11.29
5 20 828 885 9.16 - 10.39 10.38 10.80 12.85 16.43
6 24 11.67 1222 12.54 - 1519 15.17 16.14 19.33 25.03
7 3 14 385 389 391 3.97 398 398 402 440 6.05
4 19 6.25 6.60 6.86 7.29 737 736 754 889 11.60
5 23 9.72 10.24 10.55 - 11.75 11.71 1230 1492 19.65
6 28 13.52 1441 14.93 - 1772 17.63 1881 23.10 30.78
8 3 12 447 457 461 4.66 466 4.66 468 514 694
4 21 762 785 798 8.29 833 835 843 976 13.26
5 27 11.61 12.08 12.52 - 1356 1347 14.10 17.15 23.11
6 32 15.60 16.39 16.78 - 19.28 19.51 20.85 25.89 34.66
9 3 18 481 496 499 5.10 510 512 514 566 7.81
4 24 898 9.18 9.30 9.58 963 961 976 11.66 16.00
5 30 13.16 1390 14.29 - 15.65 1579 16.75 20.03 27.41
6 36 16.77 17.36 17.83 - 20.38 2040 2186 28.12 38.12
10 3 20 521 521 521 527 528 528 528 579 7.86
4 27 918 954 971 - 10.27 10.29 10.37 12.16 1691
5 34 1446 14.88 15.16 - 16.13 16.19 16.69 21.06 29.03
6 40 19.55 20.24 20.66 - 23.33 23.20 2446 3211 44.07

Table 6: Results of experiment 1: Performance of PBFS, heuristics, and tightness of lower bounds for a
fill rate of 67 percent in the batch model, in the case of small batches. Bold numbers highlight the best
heuristic for a given problem size.
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Lower bounds PBFSA Heuristics
S T b b1 by EG EM ERI L Rand.
5 3 8 1.68 1.68 1.68 1.76 1.77 176 176 1.87 2.38
4 10 296 3.02 3.05 3.33 336 337 338 367 485
5 13 458 4.82 493 5.50 569 5.65 574 633 822
6 15 631 672 696 7.81 828 803 835 949 1240
6 3 9 1.66 167 1.67 1.73 1.75 174 174 182 243
4 12 361 371 373 3.93 399 399 400 434 582
5 15 538 557 5.64 6.11 6.23 623 631 716 9.65
6 18 701 726 744 - 849 836 861 992 1345
7 3 11 276 279 279 2.85 284 284 283 295 4.06
4 14 402 412 415 4.24 431 429 431 473 652
5 18 629 639 643 6.77 700 692 701 820 11.08
6 21 869 9.12 9.35 - 10.60 10.52 1091 12.61 17.79
8 3 12 230 231 231 2.31 231 232 232 237 319
4 16 461 462 463 471 474 474 475 525 740
5 20 7.31 746 7.52 - 8.01 8.01 809 933 13.25
6 24 965 995 10.12 - 11.37 11.37 11.67 13.44 19.51
9 3 14 293 293 293 2.95 296 296 296 315 448
4 18 556 558 5.59 5.69 574 5.70 570 633 9.07
5 23 849 864 873 - 916 912 9.16 1099 15.39
6 27 10.38 10.69 10.90 - 11.77 11.75 1195 14.65 20.95
10 3 15 315 316 3.16 3.15 317 317 317 325 472
4 20 6180 6.20 6.21 6.28 635 634 634 692 1027
5 25 9.13 931 936 - 9.66 9.63 9.68 1144 16.73
6 30 12.09 1235 12.51 - 13.38 13.23 1342 16.33 23.80

Table 7: Results of experiment 2: Performance of PBFSA, heuristics, and tightness of lower bounds for a

fill rate of 50 percent in the batch model with larger batches. Bold numbers highlight the best heuristic

for a given problem size.
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Lower bounds PBFSA Heuristics

S T C b b by EG EM ERI L Rand.
5 3 10 278 287 290 3.07 3.08 3.08 3.09 336 418
4 13 471 492 5.00 5.70 581 580 589 6.60 8.23
5 17 753 817 8.44 - 10.38 10.32 10.68 11.96 14.9815
6 20 9.69 10.56 11.12 - 15.00 1491 16.01 18.22 22.79
6 3 12 356 3.63 3.64 3.90 390 391 392 428 555
4 16 6.12 648 6.61 717 736 741 748 844 11.02
5 20 833 872 890 - 10.36 10.30 10.57 12.54 16.15
6 24 11.77 1241 12.80 - 1594 1591 16.86 19.83 25.45
7 3 14 395 4.01 4.02 4.14 417 415 415 456 6.11
4 19 6.27 656 6.77 - 736 735 752 8.66 11.46
5 23 9.81 10.27 10.54 - 12.08 12.10 1249 1478 19.67
6 28 13.64 1447 1491 - 18.36 18.26 19.32 23.10 31.03
8 3 12 465 474 476 4.85 486 485 4838 534 714
4 21 758 786 7.99 - 838 842 850 9.82 13.20
5 27 1146 1198 12.28 - 13.73 13.60 14.11 17.00 22.84
6 32 1545 16.28 16.72 - 1994 19.83 21.21 2573 34.70
9 3 18 485 498 5.02 5.14 517 520 520 567 7.77
4 24 882 9.00 9.11 - 966 9.60 9.72 1152 15.70
5 30 13.15 13.84 14.18 - 1591 1596 16.82 20.16 27.35
6 36 16.85 17.39 17.80 - 2099 20.83 2197 28.05 38.04
10 3 20 519 521 522 5.31 531 531 531 579 792
4 27 940 9.66 9.82 - 1047 10.46 1054 1225 16.96
5 34 1444 14.83 15.07 - 16.29 16.29 16.62 21.12 28.86
6 40 1949 20.24 20.66 - 23.83 23.65 2496 32.04 44.12

Table 8: Results of experiment 2: Performance of PBFSA, heuristics, and tightness of lower bounds for a
fill rate of 67 percent in the batch model with larger batches. Bold numbers highlight the best heuristic
for a given problem size.
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Lower bounds PBFS Heuristics

T b by b EG EM  ERI L Rand.

3 8 1.64 166 1.66 1.70 1.70 1.70 1.71(1.71) 1.82 234 (2.34)

4 10 288 296 299 3.11 311 313  3.14(3.20) 351 4.62 (4.62)

5 13 461 488 5.01 5.32 5.38 5.38 5.57(5.58) 6.16  8.00 (8.00)

6 15 628 6.64 7.06 7.59 785 7.80 8.08(8.29) 941 12.36 (12.35)
6 3 9 1.68 1.69 1.69 1.74 1.76 1.74 1.74 (1.75) 1.84 2.43(2.43)

4 12 354 361 3.63 3.68 3.69 3.68 3.68(3.75) 411  5.59 (5.59)

5 15 537 557 5.68 5.91 596 594 6.00(6.18) 721  9.54(9.54)

6 18 719 752 7.68 8.23 838 829 8.62(8.77) 10.05 13.53 (13.53)
7 3 11 2.82 286 2.88 2.88 2.88 2.88 2.89(2.88) 296 4.1 (4.11)

4 14 397 4.06 4.1 4.16 417 417 4.21(4.20%) 4.66 6.47 (6.03%)

5 18 649 6.65 6.74 6.97 704 7.00 7.07(7.18) 845 11.27(11.27)

6 21 8.82 921 951 - 1040 10.35 10.76 (10.98) 12.46 17.69 (17.69)
8 3 12 229 23 23 2.31 231 231 2.31(2.32) 243  3.23(3.23)

4 16 468 473 475 4.82 483 4.83 4.83(4.88) 541 7.49 (7.49)

5 20 720 742 754 7.85 797 794 8.07 (8.27) 9.32 13.44 (13.45)

6 24 952 985 10.09 - 11.10 10.98 11.34 (11.61) 13.29 19.29 (19.29)
9 3 14 298 298 298 3.00 3.00 3.00 3.00(3.00) 3.19 4.54 (4.54)

4 18 563 571 5.71 5.73 5.73 5.73  5.73 (5.80) 6.52  9.29 (9.29)

5 23 858 8.69 877 - 9.05 9.02 9.12(9.36) 11.16 15.56 (15.57)

6 27 10.38 10.78 10.98 - 11.59 11.58 11.76 (12.09) 14.62 20.94 (20.93)
10 3 15 3.18 318 3.8 3.19 3.19 320 3.20(3.20) 327 4.75(4.75)

4 20 620 623 6.23 6.28 6.30 6.27 6.28 (6.33) 6.98 10.41 (10.41)

5 25 9.10 937 9.39 - 9.61 9.60 9.73(9.80) 11.38 16.64 (16.63)

6 30 1191 1228 12.44 - 13.01 12.92 13.15(13.51) 15.92 23.41(23.41)

Table 9: Results of experiment 3: Performance of heuristics and tightness of lower bounds for a fill rate of

50 percent in the online model with small batches. Bold numbers highlight the best heuristic for a given

problem size. Numbers in parentheses are taken from Ku and Arthanari|(2016).

52



Lower bounds PBFS Heuristics

T C b by b EG EM  ERI L Rand.

3 10 283 297 3.01 3.08 3.08 3.08 3.12(3.10) 333 4.16 (4.16)

4 13 469 497 5.09 5.58 568 5.64 5.75(5.80) 6.50 8.22(8.22)

5 17 758 852 892 - 10.45 10.48 11.04 (11.15) 12.24 15.28 (15.28)

6 20 9.69 10.79 11.46 - 14.53 14.65 15.77(16.14) 18.46 22.93(22.93)
6 3 12 3.6 3.7 3.72 3.89 3.89 390 3.90(3.92) 432 5,53 (5.53)

4 16 6.2 6.59 6.78 7.28 741 745 7.61(7.68) 854  11.29 (11.28)

5 20 828 885 9.6 - 10.38 10.38 10.80(10.97) 12.85 16.42(16.42)

6 24 11.67 1222 12.54 - 15.17 15.17 16.14 (16.65) 19.33 25.04 (25.03)
7 3 14 3.85 389 391 3.97 3.98 3.98 4.02(4.01) 440 6.05(6.05)

4 19 625 6.6 6.86 7.29 737 736 7.54(7.68) 8.89  11.60 (11.61)

5 23 9.72 10.24 10.55 - 11.76  11.71 12.30 (12.64) 14.92 19.66 (19.65)

6 28 1352 1441 14.93 - 17.70 17.64 18.82(19.49) 23.10 30.77 (30.79)
8 3 12 447 457 461 4.66 465 4.66 4.68(4.7) 514  6.94(6.94)

4 21 762 785 798 8.29 832 835 8.43(8.5) 9.75 13.26 (13.25)

5 27 11.61 12.08 12.52 - 1356 13.47 14.10 (14.44) 17.14 23.11(23.12)

6 32 156 16.39 16.78 - 19.27 19.51 20.85(21.72) 25.89 34.64 (34.63)
9 3 18 481 496 499 5.10 510 5.12 5.14(5.19) 5.66  7.80 (7.80)

4 24 898 9.18 9.3 9.58 9.63 9.61 9.76 (9.92) 11.66 16.01 (16.00)

5 30 13.16 139 14.29 - 15.65 15.79 16.75(16.97) 20.03 27.38 (27.39)

6 36 16.77 17.36 17.83 - 20.38 20.40 21.87(22.73) 28.13 38.11(38.14)
10 3 20 521 521 521 5.27 528 5.28 5.28 (5.30) 579  7.85(7.86)

4 27 9.18 954 971 - 10.27 10.29 10.37 (10.50) 12.15 16.92 (16.91)

5 34 14.46 14.88 15.16 - 16.13 16.19 16.69 (17.23) 21.07 29.03 (29.03)

6 40 19.55 20.24 20.66 - 23.33 23.20 24.46(25.58) 32.11 44.08 (44.07)

Table 10: Results of experiment 3: Performance of heuristics and tightness of lower bounds for a fill rate

of 67 percent in the online model with small batches. Bold numbers highlight the best heuristic for a

given problem size. Numbers in parentheses are taken from Ku and Arthanari| (2016).
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