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Abstract

In this brief paper we find computable exponential convergence rates for a large class of stochas-
tically ordered Markov processes. We extend the result of Lund, Meyn, and Tweedie (1996), who
found exponential convergence rates for stochastically ordered Markov processes starting from a
fixed initial state, by allowing for a random initial condition that is also stochastically ordered.
Our bounds are formulated in terms of moment-generating functions of hitting times. To illus-
trate our result, we find an explicit exponential convergence rate for an M/M/1 queue beginning
in equilibrium and then experiencing a change in its arrival or departure rates, a setting which has
not been studied to our knowledge.

1 Introduction

This paper is concerned with parametrized stochastically ordered Markov processes. Consider, for
example, a stable M/M/1 queue with service rate p and arrival rate A < u. For a fixed p, let
{X¢(m, A) }+>0 be the queue-length process with service rate A and initial distribution 7. Then X;(m, A)
is stochastically increasing in A, for all ¢ > 0. That is,

P (X (m,A) > x) <P(Xy(m, N) > 2)

forallx € Z4 if A < X. Similarly, X; (7, ) is stochastically decreasing in p for fixed A and 7. The focus
of our paper is to analyze the convergence of a parametrized stochastically ordered Markov process to
its stationary distribution, when its initial state is distributed according to a stationary distribution
for another parameter choice. This will be stated more precisely below.

The Markov process is described by its transition kernel and its initial distribution. We assume
that the initial distribution is the stationary distribution associated with setting the parameter equal
to 19, and we let r be the parameter setting of the transition kernel. The parameter change happens
once, at ¢ = 0. In other words, if r = rg, the process is always in equilibrium, and when r # r¢, the
system starts in the equilibrium associated with rg and transitions over time to the one associated
with r. The equilibrium distributions are denoted by 7 (r) and 7(r). When r # ry we say the system
is “perturbed.” These Markov processes will be denoted by X (rg,7). We sometimes refer to the
collection {X; (r0,7)}r,.r as a “system.” Note that there could be multiple parameters. For example,
to study an M/M/1 queue starting in the stationary distribution associated with (A, u), operating
under parameters (X, '), we would have rg = (A, u) and r = (N, /). As in [I2], we consider Markov
processes that take value in [0,00). In this paper, we consider the total variation distance between a
parametrized continuous time Markov process and its stationary distribution. Recall the definition of
total variation distance:

Definition 1. The total variation distance between two measure P and @QQ on state space 2 is given by

1P = Qll 7y = sup [P(A) — Q(A)].
ACQ
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We seek a convergence bound of the form
£ (Xi(ro,m)) — m(r)||py < Ce™ .

The value « is referred to as the “convergence rate.”

Prior work in the area of the convergence of continuous-time Markov processes focuses on con-
vergence assuming a particular deterministic initial state. However, this type of analysis is limiting,
because the initial state of a process is often unknown. In situations where the initial state is unob-
servable, it may be more reasonable to assume a particular initial distribution rather than a particular
initial state. Our extension of the result by [I2] allows one to analyze a system in equilibrium that
undergoes a perturbation of its parameters, pushing it towards another equilibrium. For example, one
might wish to analyze the effect of a disruption on a queue of customers waiting for service. The
bounds in this paper would allow one to study how quickly the queue length process reaches the new
equilibrium after being perturbed.

We start by reviewing the existing literature on the convergence of stochastically ordered Markov
processes, focusing on a paper by Lund, Meyn and Tweedie ([12]). We extend the result of [12],
allowing the initial state of the system to be distributed according to a stationary distribution from
the family of distributions parametrized by the system parameters. To illustrate the value of our result,
we apply it to the analysis of perturbed M/M/1 queues. More importantly, our result applies to a
broader class of Markov processes, namely any parametrized Markov process whose initial distribution
is a stationary distribution.

2 Related work

Lund, Meyn, and Tweedie ([I2]) establish convergence rates for nonnegative Markov processes that
are stochastically ordered in their initial state, starting from a fixed initial state. Examples of such
Markov processes include: M/G/1 queues, birth-and-death processes, storage processes, insurance risk
processes, and reflected diffusions. We reproduce here the main theorem, Theorem 2.1 from [12], which
will be extended in this paper.

Theorem 1. ([12]) Suppose that {X:} is a Markov process on Q = [0,00) that is stochastically
increasing in its initial state, with parameter setting r. Let o(x) be the hitting time to zero of X given
that Xo = x, and let o(m(r)) be the hitting time to zero of X; given that Xy is distributed according
to the stationary distribution w(r).

Let L (X¢(x,r)) be the law of Xy given that Xo = z. IfE [e‘”“(x)} < oo for some a > 0 and some
x>0, then

1€ (X, 1) =7y < (E [e @] + E [eomD] ) e (1)

for every x >0 and t > 0.

The significance of this theorem is that it provides computable rates of convergence for a large class
of Markov processes by relating the total variation distance from equilibrium to moment generating
functions of hitting times to zero. We extend this result to the situation where Xy is distributed
according to the stationary distribution corresponding to a different parameter choice. The proof is
analogous to the one given in [12] and is based on a coupling approach.

The second major result in [12] is to connect a drift condition to the convergence rate in (), which
is Theorem 2.2 (i) in [12], reproduced below:

Theorem 2. ([12]) Suppose that { X} is a Markov process that is stochastically increasing in its initial
state. Let A be the extended generator of the process. If there exists a drift function V : Q — [1,00)
and constants ¢ > 0 and b < co such that for all x €

AV (z) < —cV(z) + bl () (2)



then E [e”"(x)] < oo for all x > 0, which implies that (D) holds for a < c.

We also connect Theorem [2] to our extension of Theorem [11

Theorem [l is applied to several univariate systems in [I2]: finite capacity stores, dam processes,
diffusion models, periodic queues, and M/M/1 queues. Additionally, one multivariate system is con-
sidered in [I2]: two M/M/1 queues in series.

The paper by Lund et al (1996) has inspired numerous related papers, some of which we reference
here. Several directly apply the main results; for example Novak and Watson (2009) used Theorem
[ to derive the convergence rate of an M/D/1 queue, while [21I] applied Theorem [2 to establish the
convergence of the northwest truncation (square submatrix that includes the top left entry) of transition
probability matrices. In a more applied work, Kiessler (2008) used the result of [I2] to prove the
convergence of an estimator for traffic intensity.

Other works build on the derivation of more general convergence bounds. For example, Liu et
al (2007) applied the main theorem in order to get bounds on the best uniform convergence rate
for strongly ergodic Markov chains. Drawing on the stochastic monotonicity and coupling approach
of Lund et al (1996), Roberts and Rosenthal (2017) derived convergence rate bounds for symmetric
Langevin diffusions, while Sarantsev (2016) followed the Lyapunov function approach to find conver-
gence rates for jump diffusions on the half-line. Hou et al (2005) also used a coupling method, focusing
on establishing subgeometric convergence rates. In related work to [7], Liu et al (2010) established
subgeometric convergence rates via first hitting times and drift functions. Douc et al (2004) were able
to generalize convergence bounds to time-inhomogeneous chains using coupling and drift conditions.

Roberts and Tweedie (2000) found convergence bounds for stochastically ordered Markov processes,
allowing for no minimal reachable element. Their work includes a convergence bound for a Markov
process that starts in a random initial condition, and therefore has a similar purpose as this paper.
However, their bound is stated in terms of a drift condition, which may be challenging to verify
because it requires finding a drift function. On the other hand, our bound relies on a direct calculation
of moment generating functions of hitting times. Rosenthal (2002) also derives a convergence bound for
an initial distribution for more general chains, using drift and minorization conditions, via a coupling
approach. Baxendale (2005) derives convergence bounds for geometrically ergodic Markov processes
with an alternate approach to [12], though also using a drift condition. Scott and Tweedie (1996),
and Douc et al (2005) consider convergence in f-norm: Scott and Tweedie (1996) find geometric and
subgeometric convergence rates, while Douc et al (2007) find convergence rates for subgeometrically
ergodic Harris-recurrent Markov chains, allowing for no minimal atom. Additionally, the drift condition
in [12] has appeared numerous times in literature on controlled Markov chains and Markov Decision
Processes (e.g. [15], [B], [6]).

3 Main result

We begin with some definitions that we utilize in this paper. We let {X;(ro,7)} denote the process
governed by r with initial distribution corresponding to ry. Similarly, we let {X;(r)|Xo(r) = 2} denote
the process governed by r with initial state x.

Definition 2. A set A is said to be increasing if
Vre Ay > = y € A

Definition 3. For a family of nonnegative Markov processes { X(ro, )} with transition kernel parametrized
by r with starting stationary distribution parametrized by ro, we say that X, is stochastically increasing
in rg if for all t > 0 and all increasing sets A C €,

P (Xi(ro,r) € A) <P (X¢(r(,7) € A)

whenever 1o < r(,. Note that for a univariate process, A is of the form {y € Q:y >z} for some x.



Definition 4. Define 1o(ro, ) to be the hitting time to the zero state of {Xi(ro,7)}. Similarly, define
To(x,7) to be the hitting time to the zero state of {X:(r)|Xo(r) =} For a Markov process {Xi(ro,7)},
let

G(ro,r,a) =E [e“”’(”’”)}

and similarly for a Markov process {X,(r)|Xo(r) = z}, define G(z,r, o) = E [e*™ @]
We now extend Theorem [I] to allow for a random initial condition.

Theorem 3. Consider a family of nonnegative Markov processes {X(ro,r)} that is stochastically
increasing in v, where r = rq corresponds to the system being in equilibrium. Let r,, = max{ro,r}. If
G(rm,r, ) < 0o for some a > 0, then

1L (Xe(ro, 7)) = 7(1)| oy < Glrm, )™ (3)
Proof. Note that Xy(r,r) = m(r). Using the coupling inequality, we have
£ (Xe(ro, 7)) — m(r)llpy < P (Xi(ro,7) # Xi(r,7))

where (X¢(ro,7), X¢(r,r)) is any coupling.

Either {X;(rm,7)} = {X:(ro,7)} or {X;(rm,7)} = {X(r,7)}. We can create copies X, (ro,r)’, X;(r,7)’
so that Xy(rm,r) = X¢(ro,r) > Xe(r,r) if i, =710, and Xy (rm, ) = Xi(r,r) > Xe(ro,r) if rpy, = 1.
This is possible by an extension of Strassen’s Theorem to stochastic processes, developed in [§] and
as cited by [12]. We take (X¢(ro,7)’, X¢(r,7)’) as the coupling. Then, the process Xy (r,,r) acts as a
bounding process. Observe that

{Xi(rm,r) =0} = {Xi(ro,7) = Xi(r,r) = 0}
and the coupling occurs at or before time ¢. So then we have
P (X¢(ro,7) # Xe(r,r)) <P (10 (rm,7) > t).

Exponentiating and using Markov’s inequality, we obtain the desired result:

||£ (Xt(r07 7")) - T‘—(T)HTV S IED (eaTO(Tm’T) > eat) fOI' o > 0

<E |:eOLT()(Tm,’I’):| e—at

at

= G(rm,r,a)e”
O

However, the challenge in applying Theorem Blis finding o > 0 for which G (7, r, @) is finite. Note
that G(rp,,r, @) is a moment generating function (MGF), so {« : G(rm,r,a) < oo} is an interval
containing zero, typically referred to as the domain. For some Markov processes, the domain is
precisely known. One such example is the M/M/1 queue with fixed service rate, where the arrival rate
is perturbed from rg = Ag to r = X. For processes where the domain is difficult to find but 7, = r, we
can apply Theorem

Corollary 1. If r,, = v and the drift condition (@) holds for a Markov process X¢(x,r) with some
V(-),b,¢c, then [3) holds with a = c.

Proof. If the drift condition holds then G(z,r, a) < 0o, by Theorem[2l Applying Lemma 3.1 from [12],
we also have that G(r,r,¢) < co. O

We now apply Theorem [B] to the analysis of a single M/M/1 queue.



3.1 M/M/1 queues
3.1.1 Queue length process.

We study the queue length process and consider perturbing the arrival and service rates from (Ag, o)
to (A, ). Throughout, we assume the stability conditions A\g < po and A < p. First we consider the
case of changing the arrival rate while keeping the service rate fixed. We then show how to find bounds
for any change of the two parameters, as long as the service rate is greater than the arrival rate.

Supposing that p = pg, we can suppress the service rate and write the two processes as X¢(\g, A)
and X;(A, A). Let Ay, = max{Ao, A}. From Theorem [ we have

1£(X: (A0, A)) = TN Iy < G, A, a)e ”

Let us analytically compute G(Ap,, A, ). Let 7,(z, A) be the hitting time to y of the M/M/1 queue
with parameters set to (\, p), started from a queue length of x, and write

Gz, A\, a)=E [e‘”‘)(w)} .
Then by conditioning on the initial state, we obtain

G()\m, A, a) = F [eam(km,x)}

S0 () o

Now by decomposing the hitting time and noting the independence and stationarity of the incremental
hitting times,

G(z,\,a) =E

—F ﬁearmi(w—i+l,)\)‘|
i=1

_ E [eaTI,i(xfiJrl,)\)}

ea‘ro(w,)\):|

8

Therefore

I
1 Am
M
= 5
Am (1, ), @) 5)
"

as long as ’\TmG(l, A, «) < 1. Next we compute G(1, A, av).

2
Theorem 4. Assume A < p. For a < (\/ﬁ — \/X) ,

G(1,\a) =E [em(lvﬂ o ()\—i—u—a— VO+u—a) —4)\u> (6)



Proof. In order to calculate the MGF, we condition on whether a departure or an arrival happens first.
Let E4 be the event that an arrival happens first and let Ep be the event that a departure happens
first. Let 7(A, A) be the time required for the arrival, conditioned on the an arrival happening first;
we define 7(D, \) similarly. Using properties of exponential random variables, we have

E[eom0V] = E [N By P(E4) + E [V | Ep | P(ED)

A Iz
E [ a(70(2,>\)+T(A,)\)):| E [ a‘r(D,)\)}
¢ A p TR A+ pu

_E [eam(l,)\)}z o [eaT(A,A)} ﬁ +E [em(D,A)] ﬁuu

Now since 7(A4, \) = 7(D, \) ~ exp(\ + p),

E |:eaT(A,>\):| = |:€0‘T(D7)‘):| — &
A4 pu—«

2
so long as @ < A+ p. In fact, this is the case: a < (\/ﬁ— \/X) =pu+A—2y/A < A+ p. Now in

order to find E [e‘”“(l*”] we solve the resulting quadratic to obtain

1

E|: om'g(l,)\):| _
‘ 2\

(/\+u—aj:\/()\+u—a)2—4)\u) (7)

2 2
In order for the discriminant to be nonnegative, we need a < (\/ﬁ— \/X) or a > (\/ﬁ—l— \/X) .

However, the second condition is overruled by the condition @ < A + p. To identify the correct root,
we use the differentiation property of moment generating functions:

d
E[ro(1, A)] = - [e7oY)]

a=0
Again conditioning on whether an arrival or departure happens first, we have

Bl = (EnC A+ 515 ) 1o+ (752 ) 1o

=E (V)] = (QE[TO(L)‘”“L )\j—u) Aiu+ <Aiu> Aiu
1

= E[n(1,\)] = Y

The + root of Equation (7)) gives A E [e270(1:V)]

Ia = ﬁ < 0 and the — root gives L [¢270(1:V)] =

da
a=0 a=0

ﬁ = E[r0(1, )] . This concludes the proof. O

Remark 1. After proving Theorem[{, we came to know of an alternate proof in [TJ)], pp. 92-95.

Now we apply Theorem Bl to the convergence of M/M/1 queue with arrival rate perturbed from
rog = Ag to r = A, using Theorem @l There are two cases:
Case 1: \,,, =A> X\

2
Set a = (\/ﬁ — \/X) in Equation (@) to obtain

G(1,\a) = %



To substitute into Equation (Bl), we need to verify that Am G(1,\a) < 1.

R

Thus, we obtain

and

12 (X:(Aos A) = (V) [l py < (1 + \/5> o (VIVA)L
Case 2: \,, = Ao > A

2
We need to pick a for which 1) %G(l, Aa)<land2)a< (\/ﬁ - \/X) . Condition 1) is equivalent

to
Ao
. <2)\ </\+u—a—\/)\+,u—a) —4)\,u>) <1

2\
\/(A+u—a)2—4Au>—/\—M+/\+u—a
0

To determine when Condition 1) holds, we set these quantities equal to each other.

2\
\/()\+u—a)2—4)\u 2 A tu—a

Ao
2 ?
A+p—a)® —dx = (—)\—u—l—)\—i—u—a)
0
04:/\—1—;1—)\0—&
Ao

Squaring may have introduced additional solutions. With this value of «, the left side is equal to

2
\/(/\+u—a)2—4/\u—\/</\o+i\\—ﬂ) — 4
0

The right side is equal to A\g — ’/\\—‘: If Ao > v/ Ap there is a solution, otherwise there is no solution.

Setting @ = 0, the left side is equal to p — A, while the right side is less than y— A (setting Ao = p—€).
2
Therefore when \g > /Au, we pick o < A4+p—Ag— i—ﬁ We verify that A4 p— Ao — i—t}‘ < (\/ﬁ — \/X) .
2
Otherwise, when A\g < v/Apu, we are free to pick a = (\/ﬁ — \/X) .

2
Therefore Theorem Blis satisfied by substituting either « = A4 p— Ao — i‘\—g‘ —€ora = (\/ﬁ — \/X) ,

depending on the value of \g. Intuitively, large values of Ay correspond to more “contraction” when
the system goes to equilibrium, and therefore the convergence rate a should be smaller.



Remark 2. The function

2
Fog) = 4 (Vi=VA) sV
)\-i-/lz—/\o—)\—ﬁ if Ao > VA

18 continuous in Ag. In other words, the convergence rate changes continuously in Ag.

2
Remark 3. The rate o* = (\//7 — \/X) is well-known as the best convergence rate for the M/M/1

queue length process starting in a fived initial condition (see e.g. [2] in addition to [12]). However, it
is not immediately clear that the same result would hold in our setting where the initial state of the
queue has a distribution,

12 (Xe(Xo, A) = 7Nl 7y 2 Exoa [1I£ (X (N[ Xy = X) =7V 7] -
In other words, we cannot simply go from quenched to annealed convergence.

In the Appendix, we show another technique that gives a convergence rate of

when Ag > v/Au. Therefore, the best known convergence rate in the Ag > /A case is

A\ log £ 2
Mg Logs (o Ay L
max{ =075 1og\/§(‘/ﬁ )

We now consider a more general perturbation. Suppose the parameters of the M/M/1 queue
change from (Ag, pt9) to (A, ). We can relate these parameters by abAg = A and bug = p. Interpreting
multiplication by b as rescaling time by a factor of b, we can write

1€ (X ((10, Xo), (bpo, abAo)) — m ((bpto, abo)) ||y
= ||.£ (Xue (120, Xo)» (110, aXo)) — 7 ((po, aXo))||py -

‘We then conclude

1€ (Xe((Ho, M), (11, X)) = 7 (18, M) lpy < G (120, M) (0, A ), ) €=

where A, = max{Ag,aMo}. Thus, we are left with G ((1o, Ao), (40, Am), @) which is of the same form
as Equation (), allowing us to apply Theorem Bl and Theorem [ in order to calculate a bound.

3.1.2 Workload process.

Next we consider the workload process, {W;}, for an M/M/1 queue. The value W; € R is the time
remaining until the queue is empty, starting from time ¢. As for the queue length process, we consider
changing the arrival rate from Ao to A while keeping the service rate fixed at p9. The process {W;} is
stochastically increasing in A. Applying Theorem [3 we need to calculate Gy (A, A, ) for the process
{Wi}. But {W; = 0} = {X; = 0} since the workload is zero if and only if the queue length is zero.
Therefore Gy (A, A\, @) = Gx (Am, A, @), and the same convergence results follow.

2
In [12], it is shown that a* = (\//7 - \/X) is the best possible convergence rate for the M/M/1

workload process beginning with initial condition Wy = 0. Precisely, [12] show that if @ > «* and
Wy =0,

limsup e ||[L(W;) — m||py = oo
t—o00



We investigate whether a similar property holds when W is distributed according to the parameters

2
(o, Ao). When Ao < /Ay, it turns out that a* = (\/ﬁ — \/X) is in fact the best rate. We use the

bounding process idea again with W;(A\g, A) and W;(X, A), which is analogous to the proof of Theorem
2.31in [12]. Let T = inf:{t : Wi(Ao, A) = We(A\, M)}

[LWi(Xo, A) = T(A) |y
= Sjp [P (Wi( )Xo, \) € A) — w(A4; )]

> [P (Wi(Ao, A) = 0) — m(0; )]
= P (Wy(min{o, A}, A) = 0,7 > t)
> P (W, (min{Ag, A}, \) = 0,7 > ¢[Wo(min{ o, A}, A) = 0) P (W (min{ Ao, A}, \) = 0)

=P (Wy(\) = 0,T > t|Wo()\) = 0) (1 - %)

2
It is shown in the proof of Theorem 2.3 in [12] that for o > (\/ﬁ - \/X) ,

lim sup e*'P (W, (\) = 0,7 > t|Wp()\) = 0) = oo.

t—o0

Multiplying the left side by the constant (1 - %),

lim sup e*'P (W;(A\) = 0,T > t|Wo(A) = 0) (1 - _> = o0,

t—o0

and we conclude that
limsup e | L(W; (Ao, X)) = m(A) ||y = 00

t—o0
when o > (\/ﬁ — \/X)2

When A\g > v/Au, we have a gap between the best known rate

log,\*i, 2 AL
= —\/X A+ — A — —
« max{l \/:(\/ﬁ ) ) 0 N

and the upper bound on the rate, a* = (\/ﬁ - \/X)

2

4 Conclusion

In this paper we presented a method for finding exponential convergence rates for stochastically ordered
Markov processes with a random initial condition. This method of analysis is useful for perturbation
analysis of Markov processes, such as various queueing systems. Furthermore, we provide an explicit
exponential bound for convergence in total variation distance of an M/M/1 queue that begins in
an equilibrium distribution. The method developed in this paper can certainly be applied to other
systems, such as M/G/1 queues, as long as one can identify the domain of the moment generating
function of the hitting time to the zero state.



Appendix

Using a truncation technique, we can improve the convergence of the M/M/1 queue-length process

(and therefore the workload process as well) in the case Ag > v/ Au.

Theorem 5. There exists a computable C' such that
1£(Xe( Aoy A) = T(N) ||y < Ce™™

where

Proof.
1£(Xe (o, M) = 7 (M lry = sup [P (Xe(Ro, A) € A) = m(A; M)
= sup]P’ (Xi(Ao,A) € A) — (43 0)

= supZP Xi(N\) € Al Xo = z) w(x; Ao) — (43 N)

= Sljpz 7(x; M) [P (X:(\) € A| X = z) — m(A; )]

We now truncate m(Xo). Let N(e) = min{N : 37 | m(z;Xo) < €}. Continuing,

et fe+ Z _w(:v; 20)G(z, A, a)efo‘*t}

et Y [rlasio) (@1 A @) ]

o

Il
—_
|
2
N /\/:\/\/\
+
) $$$$
~ N~ "~~~
ml
Q)('
+
+
M=
)

[EGRIGK
= | Iz Iz
N(e) x
=(1—-e |1+ eo‘*t+e+(1——> “Z( )
x=0
()\0 )Ne)-i-l
=(1—¢ |1+ e“*t+e+(1— > mk
0 o
VAu

10

(10)



Set € = e~ in order to fold in the € term into a convergence bound. Then N (e) must satisfy

N(e) T
)\0) <)\O) -
1-2)3 7 (22) =1-e
( H N

K z=0
K 1—7
N(e)+1
()
1
N> — w1
6_log)\ﬂo

—at — 1

L at > Logi —‘ back into the bound (), the last term in
20

Substituting the value N(e) =
)
the bound becomes
( N )log}%,atﬂ . N elog(%) lcgﬁat L
LMo Vi ot _ (12| Vo oot
1 20 _ ] B 1t 2o _q
VAu Vau
If log ( \/)‘;—M) logl%oa < o, then we get convergence at rate
Ao
e ()
min § @, 0" — ———— 0
log v
_ . log 3= -
Let @ = ca* with ¢ < 20—, Then we seek to maximize
tog (4% )
Ao
e ()
’ log £=

min
log (%) . . . .
over c. When Ao > /Au the factor —--%"% is positive, and the optimal c is found by setting the two
Ao
log 4
. We verify that this value is less than — -0
log (¢;)

L
Ao

log /&

quantities equal to each other, leading to ¢ =
Therefore the best rate obtained by this method is
N

“= log /&
Remark 4. The function
2
(vi-Vva) if Yo < VA

g(AO) = logTO

I (\/ﬁ—\/X)Q if Xo >V An

is continuous. In other words, the convergence rate changes continuously in Ao

11



For certain values of (A, A, i) this rate is better than the rate previously computed, « = A + p —
Ao — i—t}‘ However, @ < o* when A9 > +/Au, so there is still a gap, and we do not know the best
convergence rate in this case. We suspect that the rate @ not the best possible, since the step from
expression () to expression (@), which exchanges the order of a supremum with a sum, can be quite

loose.
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